Critical currents in the anisotropic superconductor $2H$-NbSe$_2$: Evidence for an upper bound of the surface critical-current density
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According to the Mathieu-Simon continuum theory of the vortex state, a large nondissipative supercurrent can flow over a small depth from a rough surface, up to an easily estimated critical value $K_c (A/m)$ of the surface current density. It is shown that $K_c$ must saturate at high fields in an anisotropic crystal when the surface roughness is increased, and the corresponding upper bound only depends on fundamental parameters of the material. Measurements in $2H$-NbSe$_2$ crystals confirm this saturation effect quantitatively, as well as the proposed idea that, in a large class of soft samples, the critical current should be entirely accounted for by surface $K_c$ currents.
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I. INTRODUCTION

Some years ago, Mathieu and Simon (MS) developed a continuum theory of the mixed state. The MS theory shedded light on dc and ac transport properties of type-II superconductors. Basic questions have been reexamined, beginning with the mere equilibrium of a perfect body (see Fig. 2 of Ref. 2), where diamagnetic currents are treated on the same footing as nondissipative transport currents. Further intricate and unsolved problems involving flux flow and dissipation have been explained successfully, as, for example, the mechanism of flux-flow noise, and the frequency dependence of the surface impedance across the so-called depinning transition. Furthermore, surprising effects can be predicted such as those discussed in this paper.

The MS theory has given rise to some controversy about the location of critical currents, as well as the underlying physics. In this paper we present additional arguments, both experimental and theoretical, concerning the very nature of critical currents. Postponing theoretical details (Sec. II), let us first point out some qualitative conclusions of the MS model for critical currents.

A sample where all thermodynamic local parameters would be slowly varying functions of position, and the surface of which would be smooth on the scale of the vortex distance, could be regarded as perfect with zero hysteresis or critical currents. Of course, such an ideal sample cannot exist, merely because any surface exhibits unavoidable irregularities on a scale comparable to or smaller than the vortex spacing. Attention should be paid to these kinds of defects. In fact, the surface roughness introduces disorder in the boundary conditions, giving rise to many possible metastable states of equilibrium corresponding to many ways for vortices to terminate at the sample surface. Now, according to the MS equations for vortex equilibrium [Eqs. (4) and (5) below], this circumstance just causes the ability of the surface to carry nondissipative surface currents $K (A/m)$ distributed over a small depth $\lambda < \lambda (the London penetration depth). The limiting value $K_c$ of the surface current density in general increases with increasing roughness. Then, the chief point is that expected values of $K_c$ fully account for both the order of magnitude and the field and temperature dependence of critical currents, such as those observed in a large class of soft samples. We naturally exclude the case of hard samples crossed by interfaces or large bulk inhomogeneities, which can transport bulk nondissipative currents (multifilaments in industrial wires, twin boundaries in a YBaCuO (YBCO) crystal, sintered powders, etc).

Critical-current densities associated in this way with the surface roughness are readily estimated, so that one may at least infer that $K_c$ currents represent in any case a large contribution to the whole critical current. Moreover, as discussed in previous papers, there are experimental grounds for believing that critical currents in many standard samples, including NbSe$_2$ crystals used in this work, are nothing but MS superficial currents $K_c$. In such samples, any deviation of the ideal electromagnetic response should be entirely governed by the state of the surface.

In this respect, recent measurements of the surface impedance in thick slabs of conventional materials, either polycrystals or single crystals (PbIn, Nb, and V), are particularly convincing. The detailed frequency spectrum of the linear ac response has been quantitatively explained by a two-modes skin effect in accordance with the MS theory. The excellent agreement between experiment and theory proves that bulk vortices do respond freely; the least bulk pinning would affect the penetrating mode significantly, and could not escape notice.

Another naive observation may provide a clue, although it is not a conclusive argument. Critical currents are generally expressed in terms of critical-current densities $J_c (A/m^2)$, taking for granted that nondissipative transport currents are...
uniformly taken in a series of films or foils of variable thickness $t$, $J_c$ (defined as $I_c/Wt$, where $W$ is the foil width) is generally observed to increase with decreasing $t$. More precisely, Joiner and Kuhl reported an exact linear dependence $J_c$ vs $1/t$ in PbBi films. A similar behavior is retrieved in YBCO films, when the thickness is larger than about $2\lambda_{ab}$. The fact that $J_c t$ is the foil width 

The equations of state $J_s$ and $J_c t$ have been conveniently but artificially expressed in tesla and A/m, respectively (rationalized units). Yet the expression “vortex induction” for $\omega$, sometimes used in the literature, is misleading. Local vortex currents $J_s$, whether $J_s=0$ or not, do not contribute to the local macroscopic magnetic field $B$. Irrespective of the local vortex ordering, the field $B$ at a given point is set up by currents $J_s$ flowing everywhere else in the sample, and also as by external currents $J_\text{ext}$ (sources of the applied field $B_\text{ext}$). Therefore, one may expect that, at some points, $\omega$ and $B$ have different values; in other words, there may be regions where magnetic-field lines do not coincide with vortex lines.

By using only the parameter $\omega$ to describe the vortex lattice, MS theory deliberately disregards very small differences in energy associated with distortions of the unit cell and related shear stresses. Consequently, the MS interpretation of the critical currents will hold for a “vortex liquid” as well. This is a marked difference with classical theories of pinning where the shear elastic constant $c_{66}$, however small, plays a leading part.

The second and third terms in Eq. (1) stand for the macroscopic magnetic and kinetic energies. At high fields (say, $B\approx 0.5B_c$), $B^2/\mu_0$ represents typically more than 90% of the free-energy density. The last term derives from small positive corrections in the free energy arising from “microscopic” oscillations of fields on the scale of the vortex spacing (on averaging quadratic terms $\mathbf{B}^2-\mathbf{B}_0^2$, etc.). Although $B$, $\omega$, and $V_s$ (or $J_s$) must be regarded locally as three independent thermodynamic variables, it remains that their spatial variations are subject to constraints, viz, Ampere’s law and the macroscopic London equation:

$$\text{curl } B = \mu_0 \mathbf{J}_s, \quad (2)$$

$$\mathbf{B} - \frac{m}{e} \text{curl } V_s = \omega. \quad (3)$$

Equation (3) follows from a proper average of curl $\mathbf{p}_s$ (the momentum of the supercurrent):$^2$ curl $\mathbf{p}_s=0$ everywhere except on the vortex lines, and the line integral of $\mathbf{p}_s$ around a closed path encircling $N$ vortices is $Nh$. It reduces to the usual London equation in the absence of vortices ($\omega=0$). In regions where the vortex lattice is perfectly regular, there are no macroscopic currents ($\mathbf{J}_s=0$ and $V_s=0$), and Eq. (3) reduces to the familiar equality $\omega = \mathbf{B} (B=n\varphi_0)$.

Minimizing the magnetic free enthalpy against small variations of $\mathbf{B}$, $\mathbf{J}_s$, and $\omega$, subject to constraints (2) and (3), leads to the following equilibrium conditions, which also govern nondissipative states$^2$:

$$\mathbf{J}_s + \text{curl } \mathbf{e} = 0, \quad (4)$$

$$\mathbf{e} \times \mathbf{n} = 0, \quad (5)$$

where $\mathbf{n}$ is the outward normal unit vector at the sample surface. As required by a continuum description, in deriving...
Eq. (5), the surface has been supposed to be ideal, that is, smooth on the scale of a few vortex spacings. We shall return later to rough surfaces.

In the isotropic case, for instance, \( \epsilon \) is directed along vortices, and Eq. (5) states that vortex lines must terminate perpendicular to the sample surface. This is consistent with the “microscopic” GL boundary condition \( \partial \epsilon / \partial n = 0 \) for the order parameter \( \Psi (\rho = |\Psi|) \), which requires a vortex core line \( \Psi = 0 \) to end normal to the surface. Taking the cross product of Eq. (4) with \( \phi_n \nu \), this may be read as the balance of a Lorentz force, \( J_s \times \phi_n \nu \) and a restoring force, \( \epsilon \times \phi_n \nu \), resulting from vortex curvature with a line tension \( \epsilon \phi_0 \).

The equilibrium of a simple perfect body (sphere, cylinder, slab, etc.) of rather large size, immersed in an external field \( B_0 \), is determined by the above set of Eqs. (2)–(5).\(^2\) Vortices are uniformly distributed in the bulk (\( \omega_0 = B_1 = \text{const} \)), but they curve in near the surface over a small depth \( \lambda_y \), so as to fulfill the boundary condition (5). On inserting the second equation of state \( J_s(T, \omega, \nu) \) into Eqs. (2)–(4), explicit expressions for \( \lambda_y \) can be derived.\(^2,5\) Currents \( J_s \) flowing in this surface layer to ensure the equilibrium of bent vortices are nothing but Meissner-like diamagnetic currents. The resulting reversible magnetic moment of the body is\(^2\)

\[
\mathcal{M} = \int \frac{1}{2} \mathbf{r} \times \mathbf{J}_s d^3 \mathbf{r} = - \epsilon d^3 \mathbf{r} \sim - \epsilon V,
\]

where \( V \) is the volume of the body, and \( \epsilon(T, \omega_0) \) is the bulk constant value of \( \epsilon \). The second integral expression for \( \mathcal{M} \) in Eq. (6) is a strict consequence of Eqs. (4) and (5). It provides a formal interpretation of the vortex potential \( \epsilon_1 \) as an equivalent mean magnetization \( - \mathcal{M} / V \), and thereby a way to measure \( \epsilon \) through a reversible magnetization curve.

In the MS model (Sec. II C), nondissipative transport currents and diamagnetic currents obey the same Eq. (4), so that the parameter \( \epsilon(T, \omega_0, \nu) \) also governs amplitudes of the critical-current densities \( K \), (given a state of the surface). For a given material, at a given temperature, \( \epsilon \) essentially depends of the vortex field \( \omega_0 \). As discussed elsewhere,\(^2,5,9\) the \( V_s \) dependence of \( \epsilon \) may be ignored in most practical cases, so that the local value of \( \epsilon \) at any point of a distorted lattice will be approximated by that of a uniform lattice of the same density and orientation. Not that, according to the form (1) of the thermodynamic identity, \( \epsilon \) is not directly dependent on \( B \). We stress that \(- \epsilon \) does not have the primary physical meaning of a local magnetization \( \mathbf{M} \). As discussed in Ref. 2, the introduction of local fields \( \mathbf{M} \) and \( \mathbf{H} \) in the mixed state, even as substituting notations for \(- \epsilon \) and \( B/\mu_0 + \epsilon \), is unnecessary and misleading. As explained below, supercurrents \( J_m = - \epsilon \times V \) may contribute to transport currents, contrary to equivalent magnetization currents \( J_M \) in a magnetic material, which are defined as \( \epsilon \mathbf{H} \). Also, we can no longer identify \( \epsilon \mathbf{H} \) as the transport current.\(^2\)

**B. The vortex potential of an uniaxial crystal**

In the phenomenological GL theory, a material is characterized (at a given temperature) by two parameters, say, the GL parameter \( \kappa \) and the thermodynamic critical field \( B_c \), and then, when dealing with an anisotropic crystal, by the principal values \( m_1, m_2, \) and \( m_3 \), of the reduced mass tensor \( \mathbf{m} \) (defined so that \( m_1 m_2 m_3 = 1 \), and \( m_{ik} = \delta_{ik} \) in the isotropic case).\(^10\)

Here we consider only layered uniaxial crystals, like NbSe\(_2\), for which \( m_1 = m_2 < m_3 \), where \( m_3 \) is the principal value of \( \mathbf{m} \) in the direction \( z \) of the \( c \) axis. Thus the anisotropy is described by one parameter, for instance, the anisotropy factor:

\[
\gamma = (m_3 / m_1)^{1/2}, \quad (m_1 = m_2 = \gamma^{2/3}, \ m_3 = \gamma^{1/3}).
\]

From theoretical calculations of the reversible equivalent magnetization,\(^10,11\) we infer that \( \epsilon \) lies along the vector \( \mathbf{m} \cdot \mathbf{v} \) (or \( \epsilon_i = m_{ik} \nu_k \)). More explicitly, if vortices are inclined to the \( z \) or \( c \) axis by an angle \( \theta \), say, in the \( xz \) planes (see Fig. 1), \( \epsilon \) also lies in the \( xz \) planes but makes a smaller angle \( \alpha \) with the \( c \) axis, with \( \theta \) and \( \alpha \) being simply related by

\[
\tan \theta = \gamma^2 \tan \alpha.
\]

Equation (8) states that \( \epsilon \) tends to keep aligned with the \( c \) axis, or at least lags considerably, when \( \theta \) is increased. Taking \( \gamma = 3 \), as corresponds to NbSe\(_2\), \( \alpha = 20^\circ \) when \( \theta \) has exceeded \( 70^\circ \). Stated in another way, vortex currents \( J_\nu \), which flow in planes normal to \( \epsilon \),\(^10,11\) tend to stay in the \( ab \) planes when vortices are inclined to the \( c \) axis.
Again, the MS boundary condition (5) is consistent with the GL boundary condition for the order parameter. In an anisotropic crystal, the latter reads
\[
\frac{\partial \rho}{\mu_{ik} \partial x_k} n_k = 0,
\] (9)
reducing to \(\partial \rho/\partial n = 0\) in the isotropic case. Here \(\mu_{ik} = m_{ik}^{-1}\) is the inverse mass tensor. Equation (9) requires that vortex lines enter the sample along the direction \(\mu_{ik} n_k\), or equivalently, that the vector \(m_{ik} v_k\) must be normal to the surface. That is just what is required by the condition (5).

The amplitude \(v\) of the vortex potential decreases when the vortex density \(\omega\) is increased, and \(v\) vanishes when \(\omega = B_{c2} (\theta)\), an upper critical field depending on the vortex orientation as (Fig. 1):
\[
B_{c2} (\theta) = \tilde{k}(\theta) = \kappa_\perp \left[ \gamma^2 \sin^2 \theta + \cos^2 \theta \right]^{-1/2},
\] (10)
where \(\kappa_\perp = \kappa (0) = \kappa m_1\), so that \(\kappa_\parallel = \kappa (\pi/2) = \gamma \kappa_\perp\). The anisotropy factor is currently estimated from the upper critical fields ratio \(B_{c2} (\pi/2)/B_{c2} (0)\).

Near \(B_{c2}\), the components of \(v\) decrease linearly as \(B_{c2} - \omega\). For \(\omega (\omega \sin \theta, \omega \cos \theta)\) we have\(^10\)
\[
\begin{align*}
\varepsilon_x &= \frac{B_{c2} (\theta) - \omega \sin \theta}{2 \mu_0 B_A} \frac{1}{\kappa_\parallel^2}, \\
\varepsilon_z &= \frac{B_{c2} (\theta) - \omega \cos \theta}{2 \mu_0 B_A} \frac{1}{\kappa_\parallel^2},
\end{align*}
\] (11)
where \(\beta_A = 1.16\) for a triangular lattice. In Eqs. (11) and (12) we have ignored terms smaller than unity in the denominator, which can be fully neglected with respect to the quantity \(2 \kappa^2 \beta_A\) when \(\kappa \gg 1\). The above expressions of \(\varepsilon_x\) and \(\varepsilon_z\) have been derived under the assumption that \(B_{c2} - \omega \ll B_{c2}\).\(^10\)

Their range of validity, however, is much larger than expected. Following a numerical procedure proposed by Brandt,\(^12\) a precise solution of the GL equations can be computed for a regular vortex lattice, arbitrary fields \(\omega = B\), and vortex orientation. In this way, we have calculated the constitutive relations \(\varepsilon_x (\omega)\) and \(\varepsilon_z (\omega)\) for several values of \(\theta\) in NbSe\(_2\) at 4.2 K (\(\kappa_\perp = 20\), \(\gamma = 3\); see, for instance, Fig. 2). It turns out that expressions (11) and (12) may be used down to \(\omega \sim 0.3 B_{c2}\) with an accuracy better than 5%.

As expressions (11) and (12) have been established for a uniform lattice where \(\omega = B\), they are usually expressed as functions of \(B_{c2} - B\), instead of \(B_{c2} - \omega\). Moreover, by virtue of Eq. (6), \(- \varepsilon_1 = - \varepsilon (\omega = B_1)\) is directly written as giving the equivalent reversible magnetization \(M = \mathcal{M} U V\) of any simple shaped body as a function of the internal field \(B_1 = \omega_1\). Nevertheless, that is a restricted physical meaning of \(v\). As we will discuss further below, we shall have to estimate nondissipative currents, such as given by Eq. (4), at points where the vortex field \(\omega\) of a distorted array may be very different from \(B\); there, the local vortex potential \(v\) must be expressed as a function of \(\omega\) and not \(B\). Thus, the “vortex density” \(\omega\) may well reach the critical value \(B_{c2}\), while the line tension \(\varepsilon\) has fallen to zero, even though the local magnetic field \(B\) itself is far below \(B_{c2}\). Notwithstanding the expression “critical field” for \(B_c\) or \(B_{c2}\), neither the local condition \(B = B_c\) or \(B_{c2}\), in a type-I or -II sample, nor the condition \(B_0 = B_c\) or \(B_{c2}\) for the applied field, implies a transition to the normal state. We know that thin type-I films remain superconducting in parallel fields much larger than \(B_c\). In the present case, as explained in Sec. II C, a normal layer may arise at a rough surface in normal fields \(B_0 < B_{c2}\).

C. Rough surfaces and nondissipative transport currents

The best samples are hardly free from surface irregularities. If the surface is rough on a scale comparable to or smaller than the vortex spacing, \(n\) is a highly variable vector, and, as pointed out above, the boundary condition (5) does not make sense in a continuum theory of the mixed state. Nevertheless, the set of continuum Eqs. (2)–(4) can be maintained, while assuming ideal smoothed surfaces, provided that the condition (5) is released. MS theory suggested to replace it by an inequality similar to a friction angle condition in mechanics:
\[
|\hat{e} \times \hat{N}| < \sin \alpha_m,
\] (13)
where \(\hat{e} = \varepsilon/\varepsilon\) is a unit vector, and \(\hat{N}\) now stands for the normal unit to the idealized mean surface. The physical meaning of Eq. (13) is clear. Consider, for example, the isotropic case where \(\varepsilon = \mathcal{V}\); the vortex array may undergo a collective (macroscopic) bending near the sample surface so as to be inclined by an angle \(\alpha\) to the mean normal \(\mathcal{N}\). If \(\alpha\) is not too large, each vortex line, at the cost of very small
displacements, may still terminate normal to the actual irregular surface as required by the GL boundary condition.

Equations (2)–(4), completed by condition (13), lead to an infinity of nondissipative metastable solutions. The magnetic moment of a body may strongly differ from the ideal value (6). Not only may diamagnetic currents change, causing hysteresis, but also nondissipative transport currents possibly occur. All these currents obey the same equations, and, therefore, they flow near the surface on the same depth \( \lambda_v \).

Now, we confine ourselves to the standard geometry investigated in Sec. III. A slab (thickness \( \Delta z = t \), width \( \Delta x = W \)) is immersed in a normal applied field \( B_0(0,0,B_z) \). The slab is an uniaxial single crystal, the thickness of which is perpendicular to the \( ab \) planes (\( xy \) planes). Vortex lines are regularly distributed in the bulk with a vortex density \( \omega_0 = B_0 \), the internal magnetic field (Fig. 1). Magnetizing effects are negligible so that \( B_z = B_0 \). The bulk vortex potential \( \varepsilon_1(0,0,0) \) is a decreasing function of the reduced field,

\[
\omega = \frac{\omega_1}{B_{c2}} = \frac{B_0}{B_{c2}},
\]

as shown in Fig. 2.

Whereas the vortex density and orientation have uniform and well-determined values in the bulk, undetermined static distortions of the vortex array may settle over a depth \( \lambda_v \) from the surface. Suppose, for example, that vortices bend uniformly in the \( xz \) planes as sketched in Fig. 1, and intersect the (mean) surface with an angle of incidence \( \theta \). As stated by Eq. (8), \( \varepsilon \) makes a smaller angle \( \alpha(\theta) \) with the normal \( \mathbf{N} \). If \( \alpha(\theta) < \alpha_m \), the vortex lines may fit the rough surface on a "microscopic" scale. According to Eq. (4), the currents \( J_\kappa \) that balance this vortex bending must flow in the \( y \) direction.

It should be emphasized that, in such a distorted layer, vortex lines and magnetic-field lines bend in opposite directions (Fig. 1). Otherwise, the Lorentz force and the restoring force would act in the same direction and could not counterbalance each other. Therefore, this kind of equilibrium could not be conceived, as long as the vortex lines and magnetic-field lines were confused. The equilibrium of bent vortices immersed in diamagnetic currents near the faces of a (perfect) slab inclined to the applied field is quite similar. With this difference, in the latter case, currents on both faces of the slab are in opposite directions and cancel out. Instead, currents on both faces of a rough slab may flow in the same direction, giving rise to a net transport current.

On integrating \( J_{xy} \) over their penetration depth, we find the surface current density

\[
K_y = -\varepsilon_y(\mathbf{\omega}),
\]

where \( \mathbf{\omega} \) is the vortex field at the surface. In magnitude \( (\Lambda/m) \),

\[
K = |\varepsilon_y(\mathbf{\omega},\theta)| = \varepsilon(\mathbf{\omega},\theta)\sin \alpha.
\]

The vortex density \( \omega \) at the surface is larger than the bulk density \( \omega_0 \), in accordance with the law of conservation of the number of vortex lines (or div \( \mathbf{\omega} = 0 \)). As easily seen,

\[
\omega = \frac{\omega_1}{\cos \theta} = \frac{bB_{c2}^{-1}}{\cos \theta}.
\]

Let us return to the isotropic case momentarily. As \( \theta = \alpha \) seldom exceeds \( 20^\circ \), we may disregard, as a first approximation, the variation of the vortex density near the surface. Thus, assuming \( \omega = \omega_1 \) and \( \varepsilon = \varepsilon_1 \), Eq. (17) reduces to \( K = \varepsilon_1 \sin \alpha \). To a maximum, \( K = K_c \), the MS critical-current density is

\[
K_c = \varepsilon_1 \sin \alpha_m, \quad (\text{isotropic slab}).
\]

Collecting \( I_c \), data in slabs or foils of conventional isotropic and soft materials (lead alloys and pure metals) and letting \( K_c = I_c/2W \), Mathieu et al. extracted empirical values of \( \alpha_m \) within the range \( 0.5^\circ - 25^\circ \). Note that \( \sin \alpha_m \), although it is an adjustable parameter, was always found to be reasonably less than the unity, as it should be. Furthermore, the temperature dependence of \( \varepsilon_1 \) well accounts for \( T \) dependence of critical currents.\(^{13}\) The limiting angle \( \alpha_m \) is a statistical and geometrical property of a rough surface, for a given density \( n_1 = \omega_1/\varphi_0 \) of intersecting points between vortex lines and the surface. Clearly \( \alpha_m \) increases with increasing roughness. It also increases when the vortex density \( n_1 \) is decreased at low fields. In the absence of any treatment to make the surface very smooth or very rugged, \( \alpha_m \) is typically of the order of a few degrees. In this case, \( \omega = \omega_1 \) within better than \( 1\% \), and the approximated formula (18) is quite justified in the whole field range.

Conclusions are quite different for an anisotropic material. While \( \alpha_m \) should sweep the same range of values, we can no longer ignore the increase in the vortex density accompanying the strong vortex bending. To be explicit, let \( \gamma = 3 \) (NbSe\(_2\)), \( B_0 = \omega_1 = 0.7B_{c2} \) \((b = 0.7)\), and suppose that \( \alpha = 20^\circ \) as allowed by an enhanced roughness. According to Eqs. (8) and (10), vortices intersect the mean surface with an angle of incidence \( \theta = 73^\circ \), for which the upper critical field \( B_{c2}(\theta = 73^\circ) \) is larger than \( B_{c2} \) by a factor of 2.3. Now, as required by Eq. (17), the vortex density \( \omega \) at the surface should be as large as \( 3.4\omega_1 \approx 2.4B_{c2}^{-1} > B_{c2}^{-1} \). This means that for \( b = 0.7 \), \( \varepsilon \) and the current density \( K(\alpha) \) have fallen to zero before \( 20^\circ \) (as shown in Fig. 3), and \( K(\alpha) \) is a maximum at some intermediate value \( \alpha_0 \). As pointed out above, what becomes critical here is the vortex density, whereas the magnetic field remains practically uniform throughout the slab including where the vortex lattice is distorted.

Making use of Eqs. (8), (10), and (11), and substituting \( \alpha \) and the reduced field \( b \) as independent variables for \( \omega \) and \( \theta \) in Eq. (16), we obtain

\[
K(\alpha) = \frac{B_{c2}^{-1}}{2\mu_0\beta_{A\perp}K_{\perp}} \tan \alpha \left[ 1 + (\gamma^2 \tan^2 \alpha)^{-1/2} - b \right].
\]

At a given applied field \( b \), the nondissipative current density \( K \) is a maximum for some angle \( \alpha_0 \):

\[
\alpha_0 = \tan^{-1}\left( \gamma^{-1} \sqrt{b^{-2/3} - 1} \right).
\]

On substituting \( \alpha_0 \) for \( \alpha \) in Eq. (19), we find
FIG. 3. An equilibrium configuration of the vortex array, like that sketched in Fig. 1, where vortices are bent in the \( xz \) planes, is kept balanced by supercurrents flowing in the \( y \) direction. For a given value of the bulk vortex density \( \alpha = B_0 = bB_{c2}^i \), such a configuration is uniquely determined by the angle \( \alpha \), at the surface, between the vector \( \mathbf{e} \) and the normal to the mean smoothed surface. The total surface current density \( K \), obtained by integrating \( J_y \) over \( z \), is plotted in this figure as a function of \( \alpha \), for a few values of the reduced field \( b \). Full lines are calculated from Eq. (19) by taking \( \gamma = 3, \kappa = 20 \), and \( B_{c2}^i = 2 \) T, i.e., the relevant parameters of \( \text{NbSe}_2 \) at 4.2 K. Dashed lines are obtained by merely substituting \( \gamma = 1 \) for \( \gamma = 3 \). The maximum of \( K(\alpha) \) for relatively low values of \( \alpha \) is a characteristic feature of the anisotropy. This maximum explains that critical currents become saturated when the surface roughness is increased.

\[
K_0(b) = K(b, \alpha_0) = \frac{B_{c2}^i}{2 \mu_0 \beta A \gamma \kappa^3_1} (1 - b^2)^{3/2}.
\]

Equation (21) represents an upper bound for the nondissipative MS current for a given applied field. As far as vortices can fit the rough surface freely, and the surface is rough enough so that \( \alpha_m > \alpha_0 \), the expected critical-current density is \( K_c = K_0 \). If \( \alpha_m < \alpha_0 \), \( K_c = K(\alpha_m) \) such as given by Eq. (19), and \( K_c < K_0 \).

As a conclusion, we predict that critical currents of an uniaxial slab become saturated, when the roughness of the faces is increased. Moreover, the saturation critical current is expressible in terms of the fundamental parameters of the material [Eq. (21)], without any adjustable parameter.

In theory, the above equations hold in the isotropic case.

In the former is readily accessible, but the latter exceeds the limiting angles of the roughest surfaces.

### III. EXPERIMENTAL RESULTS

Single crystals of \( \text{NbSe}_2 \) have been grown from prereacted polycrystalline powder by a standard method of chemical vapor transport using iodine as a gas vector in a three-zone thermal profile. The crystal structure was confirmed to be in the 2\( H \) phase by x-ray diffraction. Crystals obtained by this method appeared in the form of thin faceted platelets with a mirrorlike surface perpendicular to the \( c \) axis. Rectangular slabs were cut out of large-sized crystals (see Table I). Transition temperatures, as determined by low-field magnetic susceptibility, were close to 7.15 K. The residual resistivity ratio (RRR) defined as the ratio \( R(300 \text{ K})/R(7.5 \text{ K}) \) is around 40–50. These values of RRR and \( T_c \) agree with those previously published, and attest to the good quality of our crystals.

All measurements reported in this paper were carried out at the temperature 4.2 K. Experimental data in Figs. 4 and 5 refer to the three samples described in Table I. Critical currents \( I_c \) were measured in perpendicular field \( B_{0 \perp ab} \), in the range \( 0.2 < b < 1 \). We used a standard four-lead arrangement, copper wires being attached to the crystal with silver paste. Then \( K_c = I_c/T_c \) is compared with theory (Fig. 5).

The magnetization of some of the slabs was studied, in perpendicular and parallel fields, with a commercial superconducting quantum interference magnetometer (Quantum Design, model MPMS). From the reversible part of the magnetization curves \( M_z(B_{0 \perp}) \) and \( M_z(B_{0 \parallel}) \), we could extract the three parameters involved in equations of Sec. II, which characterize the uniaxial crystal, namely, \( B_{c2}^i, \kappa_1, \) and \( \gamma \). A fit of the linear part of \( M_z(B_{0 \parallel}) \) to Eq. (12), assuming \( M_\perp = -\varepsilon \omega = B_0, \theta = 0 \), gives \( B_{c2}^i = 2.0 \text{ T} \) and \( \kappa_1 = 20 \) (Fig. 4). Note that the demagnetizing effects are completely neg-

---

**TABLE I.** The residual resistivity ratio and dimensions of the \( \text{NbSe}_2 \) slabs referred to in Figs. 4 and 5. Samples S5a and S5b have been detached from the same ampoule.

<table>
<thead>
<tr>
<th>RRR</th>
<th>Width (mm)</th>
<th>Thickness (mm)</th>
<th>Length (mm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>S4</td>
<td>54</td>
<td>2.2</td>
<td>0.12</td>
</tr>
<tr>
<td>S5a</td>
<td>44</td>
<td>1.5</td>
<td>0.17</td>
</tr>
<tr>
<td>S5b</td>
<td>1.5</td>
<td>0.14</td>
<td>5.4</td>
</tr>
</tbody>
</table>
The striking and conclusive result here, is that the observed saturation current \( K_0(b) \) is close to the theoretical maximum of the MS nondissipative current in an uniaxial crystal, also denoted as \( K_0(b) \) in Sec. II [Eq. (21) and the full line in Fig. 5]. The quantitative agreement between theory and experiment is as satisfactory as we could hope for because of the experimental errors and underlying approximations: (i) The usual accuracy in measuring \( I_c \) and \( W \), (ii) the uncertainty in the fundamental parameters, in particular \( k_1 (\kappa_1 = 20 \pm 1; \text{see Figs. 4 and 5}) \), and (iii) the use of approximated expressions for \( \varepsilon \). Also by taking \( \beta_A = 1.16 \), we have deliberately ignored a small increase in the Abrikosov parameter \( \beta_A \) associated with the deformation of the basic cell of the vortex lattice in the vicinity of the surface. (iv) In addition, the approximation inherent in a continuum description of the vortex state, especially as the depth \( \lambda \), is not much larger than the maximum standard deviation of the surface profile. These remarks should not obscure the main outcome of this work: we are able to predict the absolute value of the critical currents of a rough crystal of NbSe\(_2\), without any adjustable parameter.

IV. DISCUSSION

The fitting of the vortex lattice to the disordered boundary conditions of a rough surface offers the possibility of quasisuperfluid nondissipative transport currents. We stress again that this mechanism is not one of vortex pinning in the proper sense. Measurements of critical currents in NbSe\(_2\) uniaxial crystals, at intermediate and high fields, provide strong support for the correctness of the MS interpretation, and reinforce the idea that MS currents account for the whole critical current in many soft samples. However, we cannot exclude that, in some samples, vortex pinning or some other mechanism comes into play, giving rise to an additional source of critical currents. In any case, the contribution of the MS currents should be taken into account.

In this connection, let us refer to an incidental observation. While working out the growth method, the analysis of the first crystals obtained revealed a lack of stoichiometry, and the presence of crystallized phases of iodoselenides. At the same time, these samples exhibited a strong "peak effect" near \( H_{c2}(0.8 < b < 1) \), including those in the magnetization curves. In the \( K_c(b) \) curves, the peak effect appeared as a superimposed contribution insensitive to an increase in the surface roughness. These chemical defects were removed by a more careful preparation of the prereacted powder; comparatively, peak effects disappear, except perhaps for a small residual effect in the \( K_c(b) \) curve (see Fig. 5), which does not affect our conclusions. We suggest that the enhancement of critical currents in the "peak effect" might be due this...
time to a very strong pinning effect, which becomes effective near $H_{c2}$.

Theoretical considerations of Sec. II should apply to YBaCuO. The order of magnitude of critical currents in the low-field limit, as quoted in Sec. I, are well explained by the MS model. Clearly, however, the saturation effect is not observed. In particular, critical currents vanish in the so-called vortex liquid phase above the irreversibility line. Now, as pointed out in Sec. II A, the MS model works for a vortex liquid as well. On account of the usual roughness of epitactic YBaCuO, critical current ought to exist up to $H_{c2}$. The question thus arises as to why the NbSe$_2$ scenario is not recurring in YBaCuO. In Sec. II C, an essential condition for observing the saturation effect has been stated: vortices must fit the surface freely, in order to achieve the configuration that maximizes the current density. We think that this condition possibly fails in YBaCuO, for reasons that need to be elucidated. In an attempt to explain the irreversibility line in the frame of the MS model, Simon, Plaçais, and Mathieu made the assumption that collective distortions of the vortex array, randomly directed, preexist along the surface. Such distortions should be hysteretic or metastable states depending on the past history of the sample. They prevent the saturation current from being observed, while accounting for the vanishing of the critical currents at high fields. The existence of frozen deformations implies free-energy barriers. As the vortex line tension $\varepsilon \varphi_0$ falls off for strong bending, it is plausible that strong deformations be paradoxically of less free energy than weak deformations, giving rise to free-energy barriers. If we were able to prepare a vortex state, free from large surface distortions, in the region of the phase diagram usually assigned to the vortex liquid, we should retrieve a nonzero critical current at the first onset of a dc current. An experiment is planned to verify this assumption.
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