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### 11.1 Introduction

Animals are constantly faced with the challenge of interpreting signals from noisy sensors and acting in the face of incomplete knowledge about the environment. A rigorous approach to handling uncertainty is to characterize and process information using probabilities. Having estimates of the probabilities of objects and events allows one to make intelligent decisions in the presence of uncertainty. A prey could decide whether to keep foraging or to flee based on the probability that an observed movement or sound was caused by a predator. Probabilistic estimates are also essential ingredients of more sophisticated decision-making routines such as those based on expected reward or utility. An important component of a probabilistic system is a method for reasoning based on combining prior knowledge about the world with current input data. Such methods are typically based on some form of Bayesian inference, involving the computation of the posterior probability distribution of one or more random variables of interest given input data.

In this chapter, we describe how neural circuits could implement a general algorithm for Bayesian inference known as belief propagation. The belief propagation algorithm involves passing "messages" (probabilities) between the nodes of a graphical model that captures the causal structure of the environment. We review the basic notion of graphical models and illustrate the belief propagation algorithm with an example. We investigate potential neural implementations of the algorithm based on networks of leaky integrator neurons and describe how such networks can perform sequential and hierarchical Bayesian inference. Simulation results are presented for comparison with neurobiological data. We conclude the chapter by discussing other recent models of inference in neural circuits and suggest directions for future research. Some of the ideas reviewed in this chapter have appeared in prior publications [30, 31, 32, 42]; these may be consulted for additional details and results not included in this chapter.

### 11.2 Bayesian Inference through Belief Propagation

Consider the problem of an animal deciding whether to flee or keep feeding based on the cry of another animal from a different species. Suppose it is often the case that the other animal emits the cry whenever there is a predator in the vicinity. However, the animal sometimes also emits the same cry when a potential mate is in the area. The probabilistic relationship between a cry and its probable causes can be captured using a graphical model as shown in figure 11.1. The circles (or nodes) represent the two causes and the observation as random variables $R$ (Predator), $M$ (Mate), and $C$ (Cry heard). We assume these random variables are binary and can take on the values 1 and 0 (for "presence" and "absence" respectively), although this can be generalized to multiple values. The arcs connecting the nodes represent the probabilistic causal relationships as characterized by the probability table $P(C \mid R, M)$.


Figure 11.1 An Example of a Graphical Model. Each circle represents a node denoting a random variable. Arrows represent probabilistic dependencies as specified by the probability table $P(C \mid R, M)$.

For the above problem, the decision to flee or not can be based on the posterior probability $P(R \mid C)$ of a predator given that a cry was heard $(C=1)$. This probability can be calculated directly as:

$$
\begin{align*}
P(R=1 \mid C=1) & =\sum_{M} P(R=1, M \mid C=1) \\
& =\sum_{M} k P(C=1 \mid R=1, M) P(R=1) P(M), \tag{11.1}
\end{align*}
$$

where we used Bayes rule to obtain the second equation from the first, with $k$ being the normalization constant $1 / \sum_{R, M} P(C=1 \mid R, M) P(R) P(M)$.

The above calculation required summing over the random variable $M$ that was irrelevant to the problem at hand. In a general scenario, one would need to sum over all irrelevant random variables, an operation which scales exponentially with the total number of variables, quickly becoming intractable. Fortunately, there exists an alternate method known as belief propagation (or prob-
ability propagation) [26] that involves passing messages (probability vectors) between the nodes of the graphical model and summing over local products of messages, an operation that can be tractable. The belief propagation algorithm involves two types of computation: marginalization (summation over local joint distributions) and multiplication of local marginal probabilities. Because the operations are local, the algorithm is also well suited to neural implementation, as we shall discuss below. The algorithm is provably correct for singly connected graphs (i.e., no undirected cycles) [26], although it has been used with some success in some graphical models with cycles as well [25].

### 11.2.1 A Simple Example

We illustrate the belief propagation algorithm using the feed-or-flee problem above. The nodes $R$ and $M$ first generate the messages $P(R)$ and $P(M)$ respectively, which are vectors of length two storing the prior probabilities for $R=0$ and 1 , and $M=0$ and 1 respectively. These messages are sent to node $C$. Since a cry was heard, the value of $C$ is known $(C=1)$ and therefore, the messages from $R$ and $M$ do not affect node $C$. We are interested in computing the marginal probabilities for the two hidden nodes $R$ and $M$. The node $C$ generates the message $\mathbf{m}_{C \rightarrow R}=\mathbf{m}_{C \rightarrow M}=(0,1)$, i.e., probability of absence of a cry is 0 and probability of presence of a cry is 1 (since a cry was heard). This message is passed on to the nodes $R$ and $M$.

Each node performs a marginalization over variables other than itself using the local conditional probability table and the incoming messages. For example, in the case of node $R$, this is $\sum_{M, C} P(C \mid R, M) P(M) P(C)=\sum_{M} P(C=$ $1 \mid R, M) P(M)$ since $C$ is known to be 1 . Similarly, the node $M$ performs the marginalization $\sum_{R, C} P(C \mid R, M) P(R) P(C)=\sum_{R} P(C=1 \mid R, M) P(R)$. The final step involves multiplying these marginalized probabilities with other messages received, in this case, $P(R)$ and $P(M)$ respectively, to yield, after normalization, the posterior probability of $R$ and $M$ given the observation $C=1$ :

$$
\begin{align*}
P(R \mid C=1) & =\alpha\left(\sum_{M} P(C=1 \mid R, M) P(M)\right) P(R)  \tag{11.2}\\
P(M \mid C=1) & =\beta\left(\sum_{R} P(C=1 \mid R, M) P(R)\right) P(M) \tag{11.3}
\end{align*}
$$

where $\alpha$ and $\beta$ are normalization constants. Note that equation (11.2) above yields the same expression for $P(R=1 \mid C=1)$ as equation (11.1) that was derived using Bayes rule. In general, belief propagation allows efficient computation of the posterior probabilities of unknown random variables in singly connected graphical models, given any available evidence in the form of observed values for any subset of the random variables.

### 11.2.2 Belief Propagation over Time

Belief propagation can also be applied to graphical models evolving over time. A simple but widely used model is the hidden Markov model (HMM) shown
in figure 11.2A. The input that is observed at time $t(=1,2, \ldots)$ is represented by the random variable $\mathbf{I}(t)$, which can either be discrete-valued or a real-valued vector such as an image or a speech signal. The input is assumed to be generated by a hidden cause or "state" $\theta(t)$, which can assume one of $N$ discrete values $1, \ldots, N$. The state $\theta(t)$ evolves over time in a Markovian manner, depending only on the previous state according to the transition probabilities given by $P(\theta(t)=i \mid \theta(t-1)=j)=P\left(\theta_{i}^{t} \mid \theta_{j}^{t-1}\right)$ for $i, j=1 \ldots N$. The observation $\mathbf{I}(t)$ is generated according to the probability $P(\mathbf{I}(t) \mid \theta(t))$.

The belief propagation algorithm can be used to compute the posterior probability of the state given current and past inputs (we consider here only the "forward" propagation case, corresponding to on-line state estimation). As in the previous example, the node $\theta^{t}$ performs a marginalization over neighboring variables, in this case $\theta^{t-1}$ and $\mathbf{I}(t)$. The first marginalization results in a probability vector whose $i$ th component is $\sum_{j} P\left(\theta_{i}^{t} \mid \theta_{j}^{t-1}\right) m_{j}^{t-1, t}$ where $m_{j}^{t-1, t}$ is the $j$ th component of the message from node $\theta^{t-1}$ to $\theta^{t}$. The second marginalization is from node $\mathbf{I}(t)$ and is given by $\sum_{\mathbf{I}(t)} P\left(\mathbf{I}(t) \mid \theta_{i}^{t}\right) P(\mathbf{I}(t))$. If a particular input $\mathbf{I}^{\prime}$ is observed, this sum becomes $\sum_{\mathbf{I}(t)} P\left(\mathbf{I}(t) \mid \theta_{i}^{t}\right) \delta\left(\mathbf{I}(t), \mathbf{I}^{\prime}\right)=P\left(\mathbf{I}^{\prime} \mid \theta_{i}^{t}\right)$, where $\delta$ is the delta function which evaluates to 1 if its two arguments are equal and 0 otherwise. The two "messages" resulting from the marginalization along the arcs from $\theta^{t-1}$ and $\mathbf{I}(t)$ can be multiplied at node $\theta^{t}$ to yield the following message to $\theta^{t+1}$ :

$$
\begin{equation*}
m_{i}^{t, t+1}=P\left(\mathbf{I}^{\prime} \mid \theta_{i}^{t}\right) \sum_{j} P\left(\theta_{i}^{t} \mid \theta_{j}^{t-1}\right) m_{j}^{t-1, t} \tag{11.4}
\end{equation*}
$$

If $m_{i}^{0,1}=P\left(\theta_{i}\right)$ (the prior distribution over states), then it is easy to show using Bayes rule that $m_{i}^{t, t+1}=P\left(\theta_{i}^{t}, \mathbf{I}(t), \ldots, \mathbf{I}(1)\right)$.

Rather than computing the joint probability, one is typically interested in calculating the posterior probability of the state, given current and past inputs, i.e., $P\left(\theta_{i}^{t} \mid \mathbf{I}(t), \ldots, \mathbf{I}(1)\right)$. This can be done by incorporating a normalization step at each time step. Define (for $t=1,2, \ldots$ ):

$$
\begin{align*}
m_{i}^{t} & =P\left(\mathbf{I}^{\prime} \mid \theta_{i}^{t}\right) \sum_{j} P\left(\theta_{i}^{t} \mid \theta_{j}^{t-1}\right) m_{j}^{t-1, t}  \tag{11.5}\\
m_{i}^{t, t+1} & =m_{i}^{t} / n^{t} \tag{11.6}
\end{align*}
$$

where $n^{t}=\sum_{j} m_{j}^{t}$. If $m_{i}^{0,1}=P\left(\theta_{i}\right)$ (the prior distribution over states), then it is easy to see that:

$$
\begin{equation*}
m_{i}^{t, t+1}=P\left(\theta_{i}^{t} \mid \mathbf{I}(t), \ldots, \mathbf{I}(1)\right) \tag{11.7}
\end{equation*}
$$

This method has the additional advantage that the normalization at each time step promotes stability, an important consideration for recurrent neuronal networks, and allows the likelihood function $P\left(\mathbf{I}^{\prime} \mid \theta_{i}^{t}\right)$ to be defined in proportional terms without the need for explicitly calculating its normalization factor (see section 11.4 for an example).


Figure 11.2 Graphical Model for a HMM and its Neural Implementation. (A) Dynamic graphical model for a hidden Markov model (HMM). Each circle represents a node denoting the state variable $\theta^{t}$ which can take on values $1, \ldots, N$. (B) Recurrent network for implementing on-line belief propagation for the graphical model in (A). Each circle represents a neuron encoding a state $i$. Arrows represent synaptic connections. The probability distribution over state values at each time step is represented by the entire population.


Figure 11.3 A Hierarchical Graphical Model for Images and its Neural Implementation. (A) Three-level graphical model for generating simple images containing one of many possible features at a particular location. (B) Three-level network for implementing on-line belief propagation for the graphical model in (A). Arrows represent synaptic connections in the direction pointed by the arrow heads. Lines without arrow heads represent bidirectional connections.

### 11.2.3 Hierarchical Belief Propagation

As a third example of belief propagation, consider the three-level graphical model shown in figure 11.3A. The model describes a simple process for generating images based on two random variables: $L$, denoting spatial locations, and $F$, denoting visual features (a more realistic model would involve a hierarchy of such features, sub-features, and locations). Both random variables are assumed to be discrete, with $L$ assuming one of n values $L_{1}, \ldots, L_{n}$, and $F$ assuming one of $m$ different values $F_{1}, \ldots, F_{m}$. The node $C$ denotes different combinations of features and locations, each of its values $C_{1}, \ldots, C_{p}$ encoding a specific feature at a specific location. Representing all possible combinations is infeasible but it is sufficient to represent those that occur frequently and to map
each feature-location $(L, F)$ combination to the closest $C_{i}$ using an appropriate distribution $P\left(C_{i} \mid L, F\right)$ (see section 11.4 for an example). An image with a specific feature at a specific location is generated according to the image likelihood $P(I \mid C)$.

Given the above graphical model for images, we are interested in computing the posterior probabilities of features (more generally, objects or object parts) and their locations in an input image. This can be done using belief propagation. Given the model in figure 11.3A and a specific input image $I=I^{\prime}$, belief propagation prescribes that the following ?messages? (probabilities) be transmitted from one node to another, as given by the arrows in the subscripts:

$$
\begin{align*}
m_{L \rightarrow C} & =P(L)  \tag{11.8}\\
m_{F \rightarrow C} & =P(F)  \tag{11.9}\\
m_{I \rightarrow C} & =P\left(I=I^{\prime} \mid C\right)  \tag{11.10}\\
m_{C \rightarrow L} & =\sum_{F} \sum_{C} P(C \mid L, F) P(F) P\left(I=I^{\prime} \mid C\right)  \tag{11.11}\\
m_{C \rightarrow F} & =\sum_{L} \sum_{C} P(C \mid L, F) P(L) P\left(I=I^{\prime} \mid C\right) \tag{11.12}
\end{align*}
$$

The first three messages above are simply prior probabilities encoding beliefs about locations and features before a sensory input becomes available. The posterior probabilities of the unknown variables $C, L$, and $F$ given the input image $I$, are calculated by combining the messages at each node as follows:

$$
\begin{align*}
P\left(C \mid I=I^{\prime}\right) & =\alpha m_{I \rightarrow C} \sum_{F} \sum_{L} P(C \mid L, F) m_{L \rightarrow C} m_{F \rightarrow C}  \tag{11.13}\\
P\left(L \mid I=I^{\prime}\right) & =\beta m_{C \rightarrow L} P(L)  \tag{11.14}\\
P\left(F \mid I=I^{\prime}\right) & =\gamma m_{C \rightarrow F} P(F), \tag{11.15}
\end{align*}
$$

where $\alpha, \beta$, and $\gamma$ are normalization constants that make each of the above probabilities sum to 1 . Note how the prior $P(L)$ multiplicatively modulates the posterior probability of a feature in equation 11.15 via equation 11.12. This observation plays an important role in section 11.4 below where we simulate spatial attention by increasing $P(L)$ for a desired location.

### 11.3 Neural Implementations of Belief Propagation

### 11.3.1 Approximate Inference in Linear Recurrent Networks

We begin by considering a commonly used neural architecture for modeling cortical response properties, namely, a linear recurrent network with firingrate dynamics (see, for example, [5]). Let I denote the vector of input firing rates to the network and let $\mathbf{v}$ represent the output firing rates of $N$ recurrently connected neurons in the network. Let $\mathbf{W}$ represent the feedforward synaptic weight matrix and $M$ the recurrent weight matrix. The following equation
describes the dynamics of the network:

$$
\begin{equation*}
\tau \frac{d \mathbf{v}}{d t}=-\mathbf{v}+\mathbf{W I}+\mathbf{U v} \tag{11.16}
\end{equation*}
$$

where $\tau$ is a time constant. The equation can be written in a discrete form as follows:

$$
\begin{equation*}
v_{i}(t+1)=v_{i}(t)+\epsilon\left(-v_{i}(t)+\mathbf{w}_{i} \mathbf{I}(t)+\sum_{j} u_{i j} v_{j}(t)\right) \tag{11.17}
\end{equation*}
$$

where $\epsilon$ is the integration rate, $v_{i}$ is the $i$ th component of the vector $\mathbf{v}, \mathbf{w}_{i}$ is the $i$ th row of the matrix $\mathbf{W}$, and $u_{i j}$ is the element of $\mathbf{U}$ in the $i$ th row and $j$ th column. The above equation can be rewritten as:

$$
\begin{equation*}
v_{i}(t+1)=\epsilon \mathbf{w}_{i} \mathbf{I}(t)+\sum_{j} U_{i j} v_{j}(t) \tag{11.18}
\end{equation*}
$$

where $U_{i j}=\epsilon u_{i j}$ for $i \neq j$ and $U_{i i}=1+\epsilon\left(u_{i i}-1\right)$. Comparing the belief propagation equation (11.5) for a HMM with equation (11.18) above, it can be seen that both involve propagation of quantities over time with contributions from the input and activity from the previous time step. However, the belief propagation equation involves multiplication of these contributions while the leaky integrator equation above involves addition.

Now consider belief propagation in the log domain. Taking the logarithm of both sides of equation (11.5), we get:

$$
\begin{equation*}
\log m_{i}^{t}=\log P\left(\mathbf{I}^{\prime} \mid \theta_{i}^{t}\right)+\log \sum_{j} P\left(\theta_{i}^{t} \mid \theta_{j}^{t-1}\right) m_{j}^{t-1, t} \tag{11.19}
\end{equation*}
$$

This equation is much more conducive to neural implementation via equation (11.18). In particular, equation (11.18) can implement equation (11.19) if:

$$
\begin{align*}
v_{i}(t+1) & =\log m_{i}^{t}  \tag{11.20}\\
\epsilon \mathbf{w}_{i} \mathbf{I}(t) & =\log P\left(\mathbf{I}^{\prime} \mid \theta_{i}^{t}\right)  \tag{11.21}\\
\sum_{j} U_{i j} v_{j}(t) & =\log \sum_{j} P\left(\theta_{i}^{t} \mid \theta_{j}^{t-1}\right) m_{j}^{t-1, t} \tag{11.22}
\end{align*}
$$

The normalization step (equation (11.6)) can be computed by a separate group of neurons representing $m_{i}^{t, t+1}$ that receive as excitatory input $\log m_{i}^{t}$ and inhibitory input $\log n^{t}=\log \sum_{j} m_{j}^{t}$ :

$$
\begin{equation*}
\log m_{i}^{t, t+1}=\log m_{i}^{t}-\log n^{t} \tag{11.23}
\end{equation*}
$$

These neurons convey the normalized posterior probabilities $m_{i}^{t, t+1}$ back to the neurons implementing equation (11.19) so that $m_{i}^{t+1}$ may be computed at the next time step. Note the the normalization step makes the overall network nonlinear.

In equation (11.21), the $\log$-likelihood $\log P\left(\mathbf{I}^{\prime} \mid \theta_{i}^{t}\right)$ is calculated using a linear operation $\epsilon \mathbf{w}_{i} \mathbf{I}(t)$ (see also [45]). Since the messages are normalized at each
time step, one can relax the equality in equation (11.21) and make $\log P\left(\mathbf{I}^{\prime} \mid \theta_{i}^{t}\right) \propto$ $\mathbf{F}\left(\theta_{i}\right) \mathbf{I}(t)$ for some linear filter $\mathbf{F}\left(\theta_{i}\right)=\epsilon \mathbf{w}_{i}$. This avoids the problem of calculating the normalization factor for $P\left(\mathbf{I}^{\prime} \mid \theta_{i}^{t}\right)$, which can be especially hard when $\mathbf{I}^{\prime}$ takes on continuous values such as in an image. A more challenging problem is to pick recurrent weights $U_{i j}$ such that equation (11.22) holds true. For equation (11.22) to hold true, we need to approximate a log-sum with a sum-of-logs. One approach is to generate a set of random probabilities $x_{j}(t)$ for $t=1, \ldots, T$ and find a set of weights $U_{i j}$ that satisfy:

$$
\begin{equation*}
\sum_{j} U_{i j} \log x_{j}(t) \quad \approx \log \left[\sum_{j} P\left(\theta_{i}^{t} \mid \theta_{j}^{t-1}\right) x_{j}(t)\right] \tag{11.24}
\end{equation*}
$$

for all $i$ and $t$. This can be done by minimizing the squared error in equation (11.24) with respect to the recurrent weights $U_{i j}$. This empirical approach, followed in [30], is used in some of the experiments below. An alternative approach is to exploit the nonlinear properties of dendrites as suggested in the following section.

### 11.3.2 Exact Inference in Nonlinear Networks

A firing rate model that takes into account some of the effects of nonlinear filtering in dendrites can be obtained by generalizing equation (11.18) as follows:

$$
\begin{equation*}
v_{i}(t+1)=f\left(\mathbf{w}_{i} \mathbf{I}(t)\right)+g\left(\sum_{j} U_{i j} v_{j}(t)\right) \tag{11.25}
\end{equation*}
$$

where $f$ and $g$ model nonlinear dendritic filtering functions for feedforward and recurrent inputs. By comparing this equation with the belief propagation equation in the log domain (equation (11.19)), it can be seen that the first equation can implement the second if:

$$
\begin{align*}
v_{i}(t+1) & =\log m_{i}^{t}  \tag{11.26}\\
f\left(\mathbf{w}_{i} \mathbf{I}(t)\right) & =\log P\left(\mathbf{I}^{\prime} \mid \theta_{i}^{t}\right)  \tag{11.27}\\
g\left(\sum_{j} U_{i j} v_{j}(t)\right) & =\log \sum_{j} P\left(\theta_{i}^{t} \mid \theta_{j}^{t-1}\right) m_{j}^{t-1, t} \tag{11.28}
\end{align*}
$$

In this model (figure 11.2B), $N$ neurons represent $\log m_{i}^{t}(i=1, \ldots, N)$ in their firing rates. The dendritic filtering functions $f$ and $g$ approximate the logarithm function, the feedforward weights $\mathbf{w}_{i}$ act as a linear filter on the input to yield the likelihood $P\left(\mathbf{I}^{\prime} \mid \theta_{i}^{t}\right)$ and the recurrent synaptic weights $U_{i j}$ directly encode the transition probabilities $P\left(\theta_{i}^{t} \mid \theta_{j}^{t-1}\right)$. The normalization step is computed as in equation (11.23) using a separate group of neurons that represent $\log$ posterior probabilities $\log m_{i}^{t, t+1}$ and that convey these probabilities for use in equation (11.28) by the neurons computing $\log m_{i}^{t+1}$.

### 11.3.3 Inference Using Noisy Spiking Neurons

## Spiking Neuron Model

The models above were based on firing rates of neurons, but a slight modification allows an interpretation in terms of noisy spiking neurons. Consider a variant of equation (11.16) where $\mathbf{v}$ represents the membrane potential values of neurons rather than their firing rates. We then obtain the classic equation describing the dynamics of the membrane potential $v_{i}$ of neuron $i$ in a recurrent network of leaky integrate-and-fire neurons:

$$
\begin{equation*}
\tau \frac{d v_{i}}{d t}=-v_{i}+\sum_{j} w_{i j} I_{j}+\sum_{j} u_{i j} v_{j}^{\prime} \tag{11.29}
\end{equation*}
$$

where $\tau$ is the membrane time constant, $I_{j}$ denotes the synaptic current due to input neuron $j, w_{i j}$ represents the strength of the synapse from input $j$ to recurrent neuron $i, v_{j}^{\prime}$ denotes the synaptic current due to recurrent neuron $j$, and $u_{i j}$ represents the corresponding synaptic strength. If $v_{i}$ crosses a threshold $T$, the neuron fires a spike and $v_{i}$ is reset to the potential $v_{\text {reset }}$. Equation (11.29) can be rewritten in discrete form as:

$$
\begin{align*}
v_{i}(t+1) & \left.=v_{i}(t)+\epsilon\left(-v_{i}(t)+\sum_{j} w_{i j} I_{j}(t)\right)+\sum_{j} u_{i j} v_{j}^{\prime}(t)\right)  \tag{11.30}\\
\text { i.e. } \quad v_{i}(t+1) & =\epsilon \sum_{j} w_{i j} I_{j}(t)+\sum_{j} U_{i j} v_{j}^{\prime}(t) \tag{11.31}
\end{align*}
$$

where $\epsilon$ is the integration rate, $U_{i i}=1+\epsilon\left(u_{i i}-1\right)$ and for $i \neq j, U_{i j}=\epsilon u_{i j}$. The nonlinear variant of the above equation that includes dendritic filtering of input currents in the dynamics of the membrane potential is given by:

$$
\begin{equation*}
v_{i}(t+1)=f\left(\sum_{j} w_{i j} I_{j}(t)\right)+g\left(\sum_{j} U_{i j} v_{j}^{\prime}(t)\right) \tag{11.32}
\end{equation*}
$$

where $f$ and $g$ are nonlinear dendritic filtering functions for feedforward and recurrent inputs.
We can model the effects of background inputs and the random openings of membrane channels by adding a Gaussian white noise term to the right-hand side of equations (11.31) and (11.32). This makes the spiking of neurons in the recurrent network stochastic. Plesser and Gerstner [27] and Gerstner [11] have shown that under reasonable assumptions, the probability of spiking in such noisy neurons can be approximated by an "escape function" (or hazard function) that depends only on the distance between the (noise-free) membrane potential $v_{i}$ and the threshold $T$. Several different escape functions were found to yield similar results. We use the following exponential function suggested in [11] for noisy integrate-and-fire networks:

$$
\begin{equation*}
P(\text { neuron } i \text { spikes at time } t)=k e^{\left(v_{i}(t)-T\right)} \tag{11.33}
\end{equation*}
$$

where $k$ is an arbitrary constant. We use a model that combines equations (11.32) and (11.33) to generate spikes.

## Inference in Spiking Networks

By comparing the membrane potential equation (11.32) with the belief propagation equation in the $\log$ domain (equation (11.19)), we can postulate the following correspondences:

$$
\begin{align*}
v_{i}(t+1) & =\log m_{i}^{t}  \tag{11.34}\\
f\left(\sum_{j} w_{i j} I_{j}(t)\right) & =\log P\left(\mathbf{I}^{\prime} \mid \theta_{i}^{t}\right)  \tag{11.35}\\
g\left(\sum_{j} U_{i j} v_{j}^{\prime}(t)\right) & =\log \sum_{j} P\left(\theta_{i}^{t} \mid \theta_{j}^{t-1}\right) m_{j}^{t-1, t} \tag{11.36}
\end{align*}
$$

The dendritic filtering functions $f$ and $g$ approximate the logarithm function, the synaptic currents $I_{j}(t)$ and $v_{j}^{\prime}(t)$ are approximated by the corresponding instantaneous firing rates, and the recurrent synaptic weights $U_{i j}$ encode the transition probabilities $P\left(\theta_{i}^{t} \mid \theta_{j}^{t-1}\right)$.

Since the membrane potential $v_{i}(t+1)$ is assumed to be equal to $\log m_{i}^{t}$ (equation (11.34)), we can use equation (11.33) to calculate the probability of spiking for each neuron $i$ as:

$$
\begin{align*}
P(\text { neuron } i \text { spikes at time } t+1) & \propto e^{\left(v_{i}(t+1)-T\right)}  \tag{11.37}\\
& \propto e^{\left(\log m_{i}^{t}-T\right)}  \tag{11.38}\\
& \propto m_{i}^{t} \tag{11.39}
\end{align*}
$$

Thus, the probability of spiking (or, equivalently, the instantaneous firing rate) for neuron $i$ in the recurrent network is directly proportional to the message $m_{i}^{t}$, which is the posterior probability of the neuron's preferred state and current input given past inputs. Similarly, the instantaneous firing rates of the group of neurons representing $\log m_{i}^{t, t+1}$ is proportional to $m_{i}^{t, t+1}$, which is the precisely the input required by equation (11.36).

### 11.4 Results

### 11.4.1 Example 1: Detecting Visual Motion

We first illustrate the application of the linear firing rate-based model (section 11.3.1) to the problem of detecting visual motion. A prominent property of visual cortical cells in areas such as V1 and MT is selectivity to the direction of visual motion. We show how the activity of such cells can be interpreted as representing the posterior probability of stimulus motion in a particular direction, given a series of input images. For simplicity, we focus on the case of 1D motion in an image consisting of $X$ pixels with two possible motion directions: leftward (L) or rightward (R).

Let the state $\theta_{i j}$ represent a motion direction $j \in\{L, R\}$ at spatial location $i$. Consider a network of $N$ neurons, each representing a particular state $\theta_{i j}$ (figure 11.4A). The feedforward weights are assumed to be Gaussians, i.e. $\mathbf{F}\left(\theta_{i R}\right)=\mathbf{F}\left(\theta_{i L}\right)=\mathbf{F}\left(\theta_{i}\right)=$ Gaussian centered at location $i$ with a standard
deviation $\sigma$. Figure 11.4B depicts the feedforward weights for a network of 30 neurons, 15 encoding leftward and 15 encoding rightward motion.


Figure 11.4 Recurrent Network for Motion Detection (from [30]). (A) depicts a recurrent network of neurons, shown for clarity as two chains selective for leftward and rightward motion respectively. The feedforward synaptic weights for neuron $i$ (in the leftward or rightward chain) are determined by $\mathbf{F}\left(\theta_{i}\right)$. The recurrent weights reflect the transition probabilities $P\left(\theta_{i R} \mid \theta_{k R}\right)$ and $P\left(\theta_{i L} \mid \theta_{j L}\right)$. (B) Feedforward weights $\mathbf{F}\left(\theta_{i}\right)$ for neurons $i=1, \ldots, 15$ (rightward chain). The feedforward weights for neurons $i=15, \ldots, 30$ (leftward chain) are identical. (C) Transition probabilities $P\left(\theta^{t} \mid \theta^{t-1}\right)$. Probability values are proportional to pixel brightness. (D) Recurrent weights $U_{i j}$ computed from the transition probabilities in (C) using Equation 11.24.

We model visual motion using an HMM. The transition probabilities $P\left(\theta_{i j} \mid \theta_{k l}\right)$ are selected to reflect both the direction of motion and speed of the moving stimulus. The transition probabilities for rightward motion from the state $\theta_{k R}$ (i.e. $P\left(\theta_{i R} \mid \theta_{k R}\right)$ ) were set according to a Gaussian centered at location $k+x$, where $x$ is a parameter determined by stimulus speed. The transition probabilities for leftward motion from the state $\theta_{k L}$ were likewise set to Gaussian values centered at $k-x$. The transition probabilities from states near the two boundaries ( $i=1$ and $i=X$ ) were chosen to be uniformly random values. Figure 11.4C shows the matrix of transition probabilities.

## Recurrent Network Model

To detect motion using Bayesian inference in the above HMM, consider first a model based on the linear recurrent network as in equation (11.18) but with normalization as in equation (11.23) (which makes the network nonlinear). We can compute the recurrent weights $m_{i j}$ for the transition probabilities given above using the approximation method in equation (11.24) (see figure 11.4D). The resulting network then implements approximate belief propagation for the HMM based on equation (11.20-11.23). Figure 11.5 shows the output of the network in the middle of a sequence of input images depicting a bar moving either leftward or rightward. As shown in the figure, for a leftward-moving bar at a particular location $i$, the highest network output is for the neuron representing location $i$ and direction $L$, while for a rightward-moving bar, the neuron representing location $i$ and direction $R$ has the highest output. The output firing rates were computed from the $\log$ probabilities $\log m_{i}^{t, t+1}$ using a simple linear encoding model: $f_{i}=\left[c \cdot v_{i}+F\right]^{+}$where $c$ is a positive constant ( $=12$ for this plot), $F$ is the maximum firing rate of the neuron ( $=100$ in this example), and + denotes rectification. Note that even though the log-likelihoods are the same for leftward- and rightward-moving inputs, the asymmetric recurrent weights (which represent the transition probabilities) allow the network to distinguish between leftward- and rightward-moving stimuli. The posterior probabilities $m_{i}^{t, t+1}$ are shown in figure 11.5 (lowest panels). The network correctly computes posterior probabilities close to 1 for the states $\theta_{i L}$ and $\theta_{i R}$ for leftward and rightward motion respectively at location $i$.


Figure 11.5 Network Output for a Moving Stimulus (from [30]). (Left Panel) The four plots depict respectively the log likelihoods, $\log$ posteriors, neural firing rates, and posterior probabilities observed in the network for a rightward moving bar when it arrives at the central image location. Note that the log likelihoods are the same for the rightward and leftward selective neurons (the first 15 and last 15 neurons respectively, as dictated by the feedforward weights in Figure 11.4B) but the outputs of these neurons correctly reflect the direction of motion as a result of recurrent interactions. (Right Panel) The same four plots for a leftward moving bar as it reaches the central location.

## Nonlinear Spiking Model

The motion detection task can also be solved using a nonlinear network with spiking neurons as described in section 11.3.3. A single-level recurrent network of 30 neurons as in the previous section was used. The feedforward weights were the same as in figure 11.4B. The recurrent connections directly encoded transition probabilities for leftward motion (see figure 11.4C). As seen in figure 11.6A, neurons in the network exhibited direction selectivity. Furthermore, the spiking probability of neurons reflects the probability $m_{i}^{t}$ of motion direction at a given location as in equation (11.39) (figure 11.6B), suggesting a probabilistic interpretation of direction-selective spiking responses in visual cortical areas such as V1 and MT.


Figure 11.6 Responses from the Spiking Motion Detection Network. (A) Spiking responses of three of the first 15 neurons in the recurrent network (neurons 8,10 , and 12). As is evident, these neurons have become selective for rightward motion as a consequence of the recurrent connections (= transition probabilities) specified in Figure 11.4C. (B) Posterior probabilities over time of motion direction (at a given location) encoded by the three neurons for rightward and leftward motion.

### 11.4.2 Example 2: Bayesian Decision-Making in a Random-Dots Task

To establish a connection to behavioral data, we consider the well-known random dots motion discrimination task (see, for example, [41]). The stimulus consists of an image sequence showing a group of moving dots, a fixed fraction of which are randomly selected at each frame and moved in a fixed direction (for example, either left or right). The rest of the dots are moved in
random directions. The fraction of dots moving in the same direction is called the coherence of the stimulus. Figure 11.7A depicts the stimulus for two different levels of coherence. The task is to decide the direction of motion of the coherently moving dots for a given input sequence. A wealth of data exists on the psychophysical performance of humans and monkeys as well as the neural responses in brain areas such as the middle temporal (MT) and lateral intraparietal areas (LIP) in monkeys performing the task (see [41] and references therein). Our goal is to explore the extent to which the proposed models for neural belief propagation can explain the existing data for this task.

The nonlinear motion detection network in the previous section computes the posterior probabilities $P\left(\theta_{i L} \mid \mathbf{I}(t), \ldots, \mathbf{I}(1)\right)$ and $P\left(\theta_{i R} \mid \mathbf{I}(t), \ldots, \mathbf{I}(1)\right)$ of leftward and rightward motion at different locations $i$. These outputs can be used to decide the direction of coherent motion by computing the posterior probabilities for leftward and rightward motion irrespective of location, given the input images. These probabilities can be computed by marginalizing the posterior distribution computed by the neurons for leftward (L) and rightward (R) motion over all spatial positions $i$ :

$$
\begin{align*}
P(L \mid \mathbf{I}(t), \ldots, \mathbf{I}(1)) & =\sum_{i} P\left(\theta_{i L} \mid \mathbf{I}(t), \ldots, \mathbf{I}(1)\right)  \tag{11.40}\\
P(R \mid \mathbf{I}(t), \ldots, \mathbf{I}(1)) & =\sum_{i} P\left(\theta_{i R} \mid \mathbf{I}(t), \ldots, \mathbf{I}(1)\right) \tag{11.41}
\end{align*}
$$

To decide the overall direction of motion in a random-dots stimulus, there exist two options: (1) view the decision process as a "race" between the two probabilities above to a prechosen threshold (this also generalizes to more than two choices); or (2) compute the log of the ratio between the two probabilities above and compare this log-posterior ratio to a prechosen threshold. We use the latter method to allow comparison to the results of Shadlen and colleagues, who postulate a ratio-based model in area LIP in primate parietal cortex [12]. The log-posterior ratio $r(t)$ of leftward over rightward motion can be defined as:

$$
\begin{align*}
r(t) & =\log P(L \mid \mathbf{I}(t), \ldots, \mathbf{I}(1))-\log P(R \mid \mathbf{I}(t), \ldots, \mathbf{I}(1))  \tag{11.42}\\
& =\log \frac{P(L \mid \mathbf{I}(t), \ldots, \mathbf{I}(1))}{P(R \mid \mathbf{I}(t), \ldots, \mathbf{I}(1))} \tag{11.43}
\end{align*}
$$

If $r(t)>0$, the evidence seen so far favors leftward motion and vice versa for $r(t)<0$. The instantaneous ratio $r(t)$ is susceptible to rapid fluctuations due to the noisy stimulus. We therefore use the following decision variable $d_{L}(t)$ to track the running average of the $\log$ posterior ratio of $L$ over $R$ :

$$
\begin{equation*}
d_{L}(t+1)=d_{L}(t)+\alpha\left(r(t)-d_{L}(t)\right) \tag{11.44}
\end{equation*}
$$

and likewise for $d_{R}(t)$ (the parameter $\alpha$ is between 0 and 1 ). We assume that the decision variables are computed by a separate set of "decision neurons" that receive inputs from the motion detection network. These neurons are once
again leaky-integrator neurons as described by Equation 11.44, with the driving inputs $r(t)$ being determined by inhibition between the summed inputs from the two chains in the motion detection network (as in equation (11.42)). The output of the model is " L " if $d_{L}(t)>c$ and " R " if $d_{R}(t)>c$, where $c$ is a "confidence threshold" that depends on task constraints (for example, accuracy vs. speed requirements) [35].

Figure 11.7B and C shows the responses of the two decision neurons over time for two different directions of motion and two levels of coherence. Besides correctly computing the direction of coherent motion in each case, the model also responds faster when the stimulus has higher coherence. This phenomenon can be appreciated more clearly in figure 11.7D, which predicts progressively shorter reaction times for increasingly coherent stimuli (dotted arrows).

## Comparison to Neurophysiological Data

The relationship between faster rates of evidence accumulation and shorter reaction times has received experimental support from a number of studies. Figure 11.7E shows the activity of a neuron in the frontal eye fields (FEF) for fast, medium, and slow responses to a visual target [39, 40]. Schall and collaborators have shown that the distribution of monkey response times can be reproduced using the time taken by neural activity in FEF to reach a fixed threshold [15]. A similar rise-to-threshold model by Carpenter and colleagues has received strong support in human psychophysical experiments that manipulate the prior probabilities of targets [3] and the urgency of the task [35].

In the case of the random-dots task, Shadlen and collaborators have shown that in primates, one of the cortical areas involved in making the decision regarding coherent motion direction is area LIP. The activities of many neurons in this area progressively increase during the motion-viewing period, with faster rates of rise for more coherent stimuli (see figure 11.7F) [37]. This behavior is similar to the responses of "decision neurons" in the model (figure 11.7B-D), suggesting that the outputs of the recorded LIP neurons could be interpreted as representing the log-posterior ratio of one task alternative over another (see $[3,12]$ for related suggestions).

### 11.4.3 Example 3: Attention in the Visual Cortex

The responses of neurons in cortical areas V2 and V4 can be significantly modulated by attention to particular locations within an input image. McAdams and Maunsell [23] showed that the tuning curve of a neuron in cortical area V4 is multiplied by an approximately constant factor when the monkey focuses attention on a stimulus within the neuron's receptive field. Reynolds et al. [36] have shown that focusing attention on a target in the presence of distractors causes the response of a V2 or V4 neuron to closely approximate the response elicited when the target appears alone. Finally, a study by Connor et al. [4] demonstrated that responses to unattended stimuli can be affected by spatial
attention to nearby locations.
All three types of response modulation described above can be explained in terms of Bayesian inference using the hierarchical graphical model for images given in section 11.2.3 (figure 11.3). Each V4 neuron is assumed to encode a feature $F_{i}$ as its preferred stimulus. A separate group of neurons (e.g., in the parietal cortex) is assumed to encode spatial locations (and potentially other spatiotemporal transformations) irrespective of feature values. Lower-level neurons (for example, in V2 and V1) are assumed to represent the intermediate representations $C_{i}$. Figure 11.3B depicts the corresponding network for neural belief propagation. Note that this network architecture mimics the division of labor between the ventral object processing ("what") stream and the dorsal spatial processing ("where") stream in the visual cortex [24].

The initial firing rates of location- and feature-coding neurons represent prior probabilities $P(L)$ and $P(F)$ respectively, assumed to be set by taskdependent feedback from higher areas such as those in prefrontal cortex. The input likelihood $P\left(I=I^{\prime} \mid C\right)$ is set to $\sum_{j} w_{i j} I_{j}$, where the weights $w_{i j}$ represent the attributes of $C_{i}$ (specific feature at a specific location). Here, we set these weights to spatially localized oriented Gabor filters. equation (11.11) and (11.12) are assumed to be computed by feedforward neurons in the locationcoding and feature-coding parts of the network, with their synapses encoding $P(C \mid L, F)$. Taking the logarithm of both sides of equations (11.13-11.15), we obtain equations that can be computed using leaky integrator neurons as in equation (11.32) ( $f$ and $g$ are assumed to approximate a logarithmic transformation). Recurrent connections in equation (11.32) are used to implement the inhibitory component corresponding to the negative logarithm of the normalization constants. Furthermore, since the membrane potential $v_{i}(t)$ is now equal to the $\log$ of the posterior probability, i.e., $v_{i}(t)=\log P\left(F \mid I=I^{\prime}\right)$ (and similarly for $L$ and $C$ ), we obtain, using equation (11.33):

$$
\begin{equation*}
P(\text { feature coding neuron } i \text { spikes at time } t) \propto P\left(F \mid I=I^{\prime}\right) \tag{11.45}
\end{equation*}
$$

This provides a new interpretation of the spiking probability (or instantaneous firing rate) of a V4 neuron as representing the posterior probability of a preferred feature in an image (irrespective of spatial location).

To model the three primate experiments discussed above [4, 23, 36], we used horizontal and vertical bars that could appear at nine different locations in the input image (figure 11.8A). All results were obtained using a network with a single set of parameters. $P(C \mid L, F)$ was chosen such that for any given value of $L$ and $F$, say location $L_{j}$ and feature $F_{k}$, the value of $C$ closest to the combination $\left(L_{j}, F_{k}\right)$ received the highest probability, with decreasing probabilities for neighboring locations (see figure 11.8B).

## Multiplicative Modulation of Responses

We simulated the attentional task of McAdams and Maunsell [23] by presenting a vertical bar and a horizontal bar simultaneously in an input image. "Attention" to a location $L_{i}$ containing one of the bars was simulated by setting
a high value for $P\left(L_{i}\right)$, corresponding to a higher firing rate for the neuron coding for that location.
Figure 11.9A depicts the orientation tuning curves of the vertical feature coding model V4 neuron in the presence and absence of attention (squares and circles respectively). The plotted points represent the neuron's firing rate, encoding the posterior probability $P\left(F \mid I=I^{\prime}\right), F$ being the vertical feature. Attention in the model approximately multiplies the "unattended" responses by a constant factor, similar to V4 neurons (figure 11.9B). This is due to the change in the prior $P(L)$ between the two modes, which affects equation (11.12) and (11.15) multiplicatively.

## Effects of Attention on Responses in the Presence of Distractors

To simulate the experiments of Reynolds et al. [36], a single vertical bar ("Reference") were presented in the input image and the responses of the vertical feature coding model neuron were recorded over time. As seen in figure 11.10A (top panel, dotted line), the neuron's firing rate reflects a posterior probability close to 1 for the vertical stimulus. When a horizontal bar ("Probe") alone is presented at a different location, the neuron's response drops dramatically (solid line) since its preferred stimulus is a vertical bar, not a horizontal bar. When the horizontal and vertical bars are simultaneously presented ("Pair"), the firing rate drops to almost half the value elicited for the vertical bar alone (dashed line), signaling increased uncertainty about the stimulus compared to the Reference-only case. However, when "attention" is turned on by increasing $P(L)$ for the vertical bar location (figure 11.10A, bottom panel), the firing rate is restored back to its original value and a posterior probability close to 1 is signaled (topmost plot, dot-dashed line). Thus, attention acts to reduce uncertainty about the stimulus given a location of interest. Such behavior closely mimics the effect of spatial attention in areas V2 and V4 [36] (figure 11.10B).

## Effects of Attention on Neighboring Spatial Locations

We simulated the experiments of Connor et al. [4] using an input image containing four fixed horizontal bars as shown in figure 11.11A. A vertical bar was flashed at one of five different locations in the center (figure 11.11A, 1-5). Each bar plot in figure 11.11B shows the responses of the vertical feature coding model V4 neuron as a function of vertical bar location (bar positions 1 through 5) when attention is focused on one of the horizontal bars (left, right, upper, or lower). Attention was again simulated by assigning a high prior probability for the location of interest.

As seen in figure 11.11B, there is a pronounced effect of proximity to the locus of attention: the unattended stimulus (vertical bar) produces higher responses when it is closer to the attended location than further away (see, for example, "Attend Left"). This effect is due to the spatial spread in the conditional probability $P(C \mid L, F)$ (see figure 11.8B), and its effect on equation (11.12) and (11.15). The larger responses near the attended location reflect a reduction
in uncertainty at locations closer to the focus of attention compared to locations farther away. For comparison, the responses from a V4 neuron are shown in figure 11.11C (from [4]).

### 11.5 Discussion

This chapter described models for neurally implementing the belief propagation algorithm for Bayesian inference in arbitrary graphical models. Linear and nonlinear models based on firing rate dynamics, as well as a model based on noisy spiking neurons, were presented. We illustrated the suggested approach in two domains: (1) inference over time using an HMM and its application to visual motion detection and decision-making, and (2) inference in a hierarchical graphical model and its application to understanding attentional effects in the primate visual cortex.

The approach suggests an interpretation of cortical neurons as computing the posterior probability of their preferred state, given current and past inputs. In particular, the spiking probability (or instantaneous firing rate) of a neuron can be shown to be directly proportional to the posterior probability of the preferred state. The model also ascribes a functional role to local recurrent connections (lateral/horizontal connections) in the neocortex: connections from excitatory neurons are assumed to encode transition probabilities between states from one time step to the next, while inhibitory connections are used for probability normalization (see equation (11.23)). Similarly, feedback connections from higher to lower areas are assumed to convey prior probabilities reflecting prior knowledge or task constraints, as used in the attention model in section 11.4.3.

### 11.5.1 Related Models

A number of models have been proposed for probabilistic computation in networks of neuron-like elements. These range from early models based on statistical mechanics (such as the Boltzmann machine [19, 20]) to more recent models that explicitly rely on probabilistic generative or causal models [ $6,10,29,33,43,44,45]$. We review in more detail some of the models that are closely related to the approach presented in this chapter.

## Models based on Log-Likelihood Ratios

Gold and Shadlen [12] have proposed a model for neurons in area LIP that interprets their responses as representing the log-likelihood ratio between two alternatives. Their model is inspired by neurophysiological results from Shadlen's group and others showing that the responses of neurons in area LIP exhibit a behavior similar to a random walk to a fixed threshold. The neuron's response increases given evidence in favor of the neuron's preferred hypothesis and decreases when given evidence against that hypothesis, resulting in
an evidence accumulation process similar to computing a log-likelihood ratio over time (see section 11.4.2). Gold and Shadlen develop a mathematical model [12] to formalize this intuition. They show how the log-likelihood ratio can be propagated over time as evidence trickles in at each time instant. This model is similar to the one proposed above involving log-posterior ratios for decisionmaking. The main difference is in the representation of probabilities. While we explicitly maintain a representation of probability distributions of relevant states using populations of neurons, the model of Gold and Shadlen relies on the argument that input firing rates can be directly interpreted as log-likelihood ratios without the need for explicit representation of probabilities.

An extension of the Gold and Shadlen model to the case of spiking neurons was recently proposed by Deneve [8]. In this model, each neuron is assumed to represent the log-"odds" ratio for a preferred binary-valued state, i.e., the logarithm of the probability that the preferred state is 1 over the probability that the preferred state is 0 , given all inputs seen thus far. To promote efficiency, each neuron fires only when the difference between its log-odds ratio and a prediction of the log-odds ratio (based on the output spikes emitted thus far) reaches a certain threshold.

Models based on log-probability ratios such as the ones described above have several favorable properties. First, since only ratios are represented, one may not need to normalize responses at each step to ensure probabilities sum to 1 as in an explicit probability code. Second, the ratio representation lends itself naturally to some decision-making procedures such as the one postulated by Gold and Shadlen. However, the log-probability ratio representation also suffers from some potential shortcomings. Because it is a ratio, it is susceptible to instability when the probability in the denominator approaches zero (a log probability code also suffers from a similar problem), although this can be handled using bounds on what can be represented by the neural code. Also, the approach becomes inefficient when the number of hypotheses being considered is large, given the large number of ratios that may need to be represented corresponding to different combinations of hypotheses. Finally, the lack of an explicit probability representation means that many useful operations in probability calculus, such as marginalization or uncertainty estimation in specific dimensions, could become complicated to implement.

## Inference Using Distributional Codes

There has been considerable research on methods for encoding and decoding information from populations of neurons. One class of methods uses basis functions (or "kernels") to represent probability distributions within neuronal ensembles $[1,2,9]$. In this approach, a distribution $P(\mathbf{x})$ over stimulus $\mathbf{x}$ is represented using a linear combination of basis functions:

$$
\begin{equation*}
P(\mathbf{x})=\sum_{i} r_{i} b_{i}(\mathbf{x}), \tag{11.46}
\end{equation*}
$$

where $r_{i}$ is the normalized response (firing rate) and $b_{i}$ the implicit basis function associated with neuron $i$ in the population. The basis function of each neuron is assumed to be linearly related to the tuning function of the neuron as measured in physiological experiments. The basis function approach is similar to the approach described in this chapter in that the stimulus space is spanned by a limited number of neurons with preferred stimuli or state vectors. The two approaches differ in how probability distributions are represented by neural responses, one using an additive method and the other using a logarithmic transformation either in the firing rate representation (sections 11.3.1 and 11.3.2) or in the membrane potential representation (section 11.3.3).

A limitation of the basis function approach is that due to its additive nature, it cannot represent distributions that are sharper than the component distributions. A second class of models addresses this problem using a generative approach, where an encoding model (e.g., Poisson) is first assumed and a Bayesian decoding model is used to estimate the stimulus $\mathbf{x}$ (or its distribution), given a set of responses $r_{i}$ [28,46,48, 49, 51]. For example, in the distributional population coding (DPC) method [48, 49], the responses are assumed to depend on general distributions $P(\mathrm{x})$ and a maximimum a posteriori (MAP) probability distribution over possible distributions over x is computed. The best estimate in this method is not a single value of $x$ but an entire distribution over $\mathbf{x}$, which is assumed to be represented by the neural population. The underlying goal of representing entire distributions within neural populations is common to both the DPC approach and the models presented in this chapter. However, the approaches differ in how they achieve this goal: the DPC method assumes prespecified tuning functions for the neurons and a sophisticated, non-neural decoding operation, whereas the method introduced in this chapter directly instantiates a probabilistic generative model with an exponential or linear decoding operation. Sahani and Dayan have recently extended the DPC method to the case where there is uncertainty as well as simultaneous multiple stimuli present in the input [38]. Their approach, known as doubly distributional population coding (DDPC), is based on encoding probability distributions over a function $m(\mathbf{x})$ of the input $\mathbf{x}$ rather than distributions over x itself. Needless to say, the greater representational capacity of this method comes at the expense of more complex encoding and decoding schemes.

The distributional coding models discussed above were geared primarily toward representing probability distributions. More recent work by Zemel and colleagues [50] has explored how distributional codes could be used for inference as well. In their approach, a recurrent network of leaky integrate-andfire neurons is trained to capture the probabilistic dynamics of a hidden variable $X(t)$ by minimizing the Kullback-Leibler (KL) divergence between an input encoding distribution $P(X(t) \mid \mathbf{R}(t))$ and an output decoding distribution $Q(X(t) \mid \mathbf{S}(t))$, where $\mathbf{R}(t)$ and $\mathbf{S}(t)$ are the input and output spike trains respectively. The advantage of this approach over the models presented in this chapter is that the decoding process may allow a higher-fidelity representation of the output distribution than the direct representational scheme used in this chapter. On the other hand, since the probability representation is implicit in
the neural population, it becomes harder to map inference algorithms such as belief propagation to neural circuitry.

## Hierarchical Inference

There has been considerable interest in neural implementation of hierarchical models for inference. Part of this interest stems from the fact that hierarchical models often capture the multiscale structure of input signals such as images in a very natural way (e.g., objects are composed of parts, which are composed of subparts,..., which are composed of edges). A hierarchical decomposition often results in greater efficiency, both in terms of representation (e.g., a large number of objects can be represented by combining the same set of parts in many different ways) and in terms of learning. A second motivation for hierarchical models has been the evidence from anatomical and physiological studies that many regions of the primate cortex are hierarchically organized (e.g., the visual cortex, motor cortex, etc.).

Hinton and colleagues investigated a hierarchical network called the Helmholtz machine [16] that uses feedback connections from higher to lower levels to instantiate a probabilistic generative model of its inputs (see also [18]). An interesting learning algorithm termed the "wake-sleep" algorithm was proposed that involved learning the feedback weights during a "wake" phase based on inputs and the feedforward weights in the "sleep" phase based on "fantasy" data produced by the feedback model. Although the model employs feedback connections, these are used only for bootstrapping the learning of the feedforward weights (via fantasy data). Perception involves a single feedforward pass through the network and the feedback connections are not used for inference or top-down modulation of lower-level activities.

A hierarchical network that does employ feedback for inference was explored by Lewicki and Sejnowski [22] (see also [17] for a related model). The Lewicki-Sejnowski model is a Bayesian belief network where each unit encodes a binary state and the probability that a unit's state $S_{i}$ is equal to 1 depends on the states of its parents $\mathrm{pa}\left[S_{i}\right]$ via:

$$
\begin{equation*}
P\left(S_{i}=1 \mid \operatorname{pa}\left[S_{i}\right], W\right)=h\left(\sum_{j} w_{j i} S_{j}\right), \tag{11.47}
\end{equation*}
$$

where $W$ is the matrix of weights, $w_{j i}$ is the weight from $S_{j}$ to $S_{i}$ ( $w_{j i}=0$ for $j<i)$, and $h$ is the noisy OR function $h(x)=1-e^{-x}(x \geq 0)$. Rather than inferring a posterior distribution over states as in the models presented in this chapter, Gibbs sampling is used to obtain samples of states from the posterior; the sampled states are then used to learn the weights $w_{j i}$.

Rao and Ballard proposed a hierarchical generative model for images and explored an implementation of inference in this model based on predictive coding [34]. Unlike the models presented in this chapter, the predictive coding model focuses on estimating the MAP value of states rather than an entire distribution. More recently, Lee and Mumford sketched an abstract hierarchical model [21] for probabilistic inference in the visual cortex based on an
inference method known as particle filtering. The model is similar to our approach in that inference involves message passing between different levels, but whereas the particle-filtering method assumes continuous random variables, our approach uses discrete random variables. The latter choice allows a concrete model for neural representation and processing of probabilities, while it is unclear how a biologically plausible network of neurons can implement the different components of the particle filtering algorithm.

The hierarchical model for attention described in section 11.4.3 bears some similarities to a recent Bayesian model proposed by Yu and Dayan [47] (see also $[7,32])$. Yu and Dayan use a five-layer neural architecture and a log probability encoding scheme as in [30] to model reaction time effects and multiplicative response modulation. Their model, however, does not use an intermediate representation to factor input images into separate feature and location attributes. It therefore cannot explain effects such as the influence of attention on neighboring unattended locations [4]. A number of other neural models exist for attention, e.g., models by Grossberg and colleagues [13, 14], that are much more detailed in specifying how various components of the model fit with cortical architecture and circuitry. The approach presented in this chapter may be viewed as a first step toward bridging the gap between detailed neural models and more abstract Bayesian theories of perception.

### 11.5.2 Open Problems and Future Challenges

An important open problem not addressed in this chapter is learning and adaptation. How are the various conditional probability distributions in a graphical model learned by a network implementing Bayesian inference? For instance, in the case of the HMM model used in section 11.4.1, how can the transition probabilities between states from one time step to the next be learned? Can well-known biologically plausible learning rules such as Hebbian learning or the Bienenstock-Cooper-Munro (BCM) rule (e.g., see [5]) be used to learn conditional probabilities? What are the implications of spike-timing dependent plasticity (STDP) and short-term plasticity on probabilistic representations in neural populations?

A second open question is the use of spikes in probabilistic representations. The models described above were based directly or indirectly on instantaneous firing rates. Even the noisy spiking model proposed in section 11.3.3 can be regarded as encoding posterior probabilities in terms of instantaneous firing rates. Spikes in this model are used only as a mechanism for communicating information about firing rate over long distances. An intriguing alternate possibility that is worth exploring is whether probability distributions can be encoded using spike timing-based codes. Such codes may be intimately linked to timing-based learning mechanisms such as STDP.

Another interesting issue is how the dendritic nonlinearities known to exist in cortical neurons could be exploited to implement belief propagation as in equation (11.19). This could be studied systematically with a biophysical compartmental model of a cortical neuron by varying the distribution and densities
of various ionic channels along the dendrites.
Finally, this chapter explored neural implementations of Bayesian inference in only two simple graphical models (HMMs and a three-level hierarchical model). Neuroanatomical data gathered over the past several decades provide a rich set of clues regarding the types of graphical models implicit in brain structure. For instance, the fact that visual processing in the primate brain involves two hierarchical but interconnected pathways devoted to spatial and object vision (the "what" and "where" streams) [24] suggests a multilevel graphical model wherein the input image is factored into progressively complex sets of object features and their transformations. Similarly, the existence of multimodal areas in the inferotemporal cortex suggests graphical models that incorporate a common modality-independent representation at the highest level that is causally related to modality-dependent representations at lower levels. Exploring such graphical models that are inspired by neurobiology could not only shed new light on brain function but also furnish novel architectures for solving fundamental problems in machine vision and robotics.
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Figure 11.7 Output of Decision Neurons in the Model. (A) Depiction of the random dots task. Two different levels of motion coherence ( $50 \%$ and $100 \%$ ) are shown. A 1-D version of this stimulus was used in the model simulations. (B) \& (C) Outputs $d_{L}(t)$ and $d_{R}(t)$ of model decision neurons for two different directions of motion. The decision threshold is labeled "c." (D) Outputs of decision neurons for three different levels of motion coherence. Note the increase in rate of evidence accumulation at higher coherencies. For a fixed decision threshold, the model predicts faster reaction times for higher coherencies (dotted arrows). (E) Activity of a neuron in area FEF for a monkey performing an eye movement task (from [40] with permission). Faster reaction times were associated with a more rapid rise to a fixed threshold (see the three different neural activity profiles). The arrows point to the initiation of eye movements, which are depicted at the top. (F) Averaged firing rate over time of 54 neurons in area LIP during the random dots task, plotted as a function of motion coherence (from [37] with permission). Solid and dashed curves represent trials in which the monkey judged motion direction toward and away from the receptive field of a given neuron, respectively. The slope of the response is affected by motion coherence (compare, for example, responses for $51.2 \%$ and $25.6 \%$ ) in a manner similar to the model responses shown in (D).


Figure 11.8 Input Image Configuration and Conditional Probabilities used in the Attention Experiments. (A) Example image locations (labeled 1-5 and Up, Dn, Lt, and Rt for up, down, left, and right) relevant to the experiments discussed in the paper. (B) Each bar plot shows $P\left(C_{i} \mid L, F\right)$ for a fixed value of $L(=\mathrm{Lt}, \mathrm{Rt}, \mathrm{Up}$, or Dn$)$ and for an arbitrary fixed value of $F$. Each bar represents the probability for the feature-location combination Ci encoding one of the locations 1-5.


Figure 11.9 Multiplicative Modulation due to Attention. (A) Orientation tuning curve of a feature coding model neuron with a preferred stimulus orientation of 0 degrees with (filled squares) and without (unfilled circles) attention (from [31]). (B) Orientation tuning curves of a V4 neuron with (filled squares) and without attention (unfilled circles) (from [23]).


Figure 11.10 Attentional Response Restoration in the presence of Distractors. (A) (Top Panel) The three line plots represent the vertical feature coding neuron's response to a vertical bar ("Reference"), a horizontal bar at a different position ("Probe"), and both bars presented simultaneously ("Pair"). In each case, the input lasted 30 time steps, beginning at time step 20. (Bottom Panel) When "attention" (depicted as a white oval) is focused on the vertical bar, the firing rate for the Pair stimulus approximates the firing rate obtained for the Reference alone (from [31]). (B) (Top Panel) Responses from a V4 neuron without attention. (Bottom Panel) Responses from the same neuron when attending to the vertical bar (see condition Pair Att Ref) (from [36]).


Figure 11.11 Spatial Distribution of Attention. (A) Example trial based on Connor et al.'s experiments [4] showing five images, each containing four horizontal bars and one vertical bar. Attention was focused on a horizontal bar (upper, lower, left, or right) while the vertical bar's position was varied. (B) Responses of the vertical feature coding model neuron. Each plot shows five responses, one for each location of the vertical bar, as attention was focused on the upper, lower, left, or right horizontal bar (from [31]). (C) Responses of a V4 neuron (from [4]).
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