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3-SAT and its phase transition 
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How to solve 3-Sat ? 
The Davis-Putnam algorithm







Backtrack algorithm, 
search tree and heuristic


Davis-Putnam algorithm  = heuristic + backtracking


• Unit-Clause rule: pick variable in 1-clause if any, or any unset    
variable.


• Generalized unit-clause rule: any variable in shortest clause.
• Majority rule: most frequent variable in 3-clauses


Chao, Franco ‘86, ‘90


A satisfiable (easy)


B  unsatisfiable (hard)


C  satisfiable (hard)







Dynamical flow, 
and the 2+p-SAT problem


→ αconstraints with 3 variables 


dynamics of the algorithm


constraints with 3 variables
constraints with 2 variables


→ α , p


phase diagram of the 2+p-SAT model
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Satisfiable and easy instances
α < 3.003
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Chao, Franco ’90; Frieze, Suen ‘96
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Unsatisfiable, hard  instances
α > 4.3


DP induces a
non Markovian
evolution of the


search tree
….


Imaginary, and
parallel building 


up of the 
search tree
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Growth of the search tree 
many branches    


ω (p,α,t)
one branch   
p(t) , α(t)


100 =α


t = 0.01 t = 0.05 t = 0.09


(PDE)


(sat)


unsat


Halt line
(contradictions)







Comparison to numerical 
experiments
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Beame, Karp, Pitassi, Saks ‘98







Satisfiable, hard problems 
(that could made be easier?)


3.003 < α < 4.3
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The complexity of 3-Sat solving is affected
by the existence of a critical line for 2+p-Sat !







The polynomial/exponentiel 
crossover
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“dynamical” transition
(depends on the heuristic)
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T is largely heuristic independent ….
(and close to tricritical point!)
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Conclusions


• Computational problems can be studied with
statistical physics concepts and techniques


(phase diagram, real-space renormalization,
growth processes, ....)


• Algorithms induce interesting and unusual   
dynamics.


• General approach for decision or optimization
problems solved by backtrack, or branch-and-
bound algorithms.
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