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We consider a mathematical formulation of the problem of protein production during segment
determination in the Drosophilablastoderm, together with some preliminary results of its analytical
study. We reformulate the spatial difference equations as a set of nonlinear partial differential
equations and obtain their dimensionless form in the continuum limit. Using previous results
obtained by the gene circuit method, we find an asymptotic statement of the problem with a small
parameter. Some results of the comparison method applied to the model are obtained, and exact
stationary upper solutions are derived. They exhibit distinctive features of localized bell-shaped
structures. © 2001 American Institute of Physic§DOI: 10.1063/1.1349890]

The central problem of developmental biology is to un-
derstand how an organism constructs itself from an egg.
Thisis a dynamical process for which a state description
picture was first introduced by Turing. In this article we
first briefly review a phenomenological approach to ob-
taining specific dynamical equations for the process of
segment determination in the fruit fly Drosophila. This
approach, called Gene Circuits, has been successful in
solving a number of biological problems. Next we present
theinitial results of a project to characterize the behavior
of the equations analytically, particularly with regard to
genes of the gap class, which are expressed in localized
bell-shaped expression domains. We transform the Gene
Circuit ordinary differential equationsinto dimensionless
partial differential equations by taking the limit as the
size of cell nuclei approaches zero. We formulate a mini-
mal instance of the gap gene system generating a stripe of
pair-rule gene expression that can be expressed in terms
of a small parameter. We then construct upper and lower
limits for an analytic solution, and demonstrate that the
equation for the upper limit, of interest in itsown right as
the equation for an uncoupled gene, is integrable. We
demonstrate that the upper limit equation indeed has a
solitary domain as a solution, and lastly we show that if
the regulation-expression term of the equations is ap-
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proximated by a cubic polynomial, the solitary domain
can be obtained as an exact solution in terms of eliptic
functions.

I. INTRODUCTION

Recent developments in functional genomics have re-
sulted in a revival of interest in dynamical models of gene
networks as well as in nonlinear reaction-diffusion modelsin
the context of developmenta biology. The interest of theo-
reticians in this problem is long-standing: Many theoreti-
cians, beginning with Turing, formulated models of pattern
formation with interesting theoretical properties, and some of
these dealt with the biological system considered here.!~”
Many of the postulated state variables in these models were
not observable, however, and this adversely affected their
credibility with mainstream biologists. A technological revo-
lution has made the fundamental variables of biological pat-
tern formation observable, and has led to a reawakening of
interest in models among the mainstream biological commu-
nity. This has led to a conceptual difficulty: while nearly all
of the analysis of ‘‘Turing Systems’ has been based on
properties of the linear system near homogeneity, actua bio-
logical systems are, in Turing's words, ‘‘developing from
one pattern into another, rather than from homogeneity into a
pattern’’ (Ref. 8, pp. 71-72). Turing recognized that such
fully nonlinear systems could be modeled as well, by treating
“‘particular cases in detail with the aid of a digital com-
puter,”” but that ‘*...one cannot hope to have any embracing
theory of such processes” (Ref. 8, p. 72). Turing's observa
tion raises a difficult problem for the future of functional
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genomics and developmental biology: we may find ourselves
with extremely large models that give correct biological be-
havior numerically but in which the reasons for this correct
behavior are not understood by humans.

Nevertheless, the famous and colorful Belousov—
Zhabotinsky reaction and the theory which followed®° dem-
onstrate that a useful theoretical understanding of a nonlinear
pattern formation system can be obtained. These results dra-
matically illustrate the necessity and feasibility of obtaining
human understanding of pattern formation in developmental
biology through the application of modern mathematics to
molecular biology. For these reasons, we believe that new
mathematical (that is, analytical) approaches to complex
problems in gene regulation and pattern formation are of
fundamental importance.

In this article we outline the first steps of an analytical
attack on a particular pattern formation system. We review
key features of a particular biological system that is particu-
larly suited to theoretical analysis, and review past work in
formulating a description of it in terms of a particular set of
phenomenological ordinary differential equations (ODE's).
We then present new results in which we reformulate the
system in terms of dimensionless partial differential equa-
tions (PDE’s). Using results which come from the biological
analysis, we introduce a small parameter that alows us to
separate the mathematical problems for gap genes and pair-
rule genes in order to answer particular pattern formation
guestions. Certain features of the biology are then used to
show how results from the theory of nonlinear quasi-
parabolic equations can be used to construct upper and lower
bounds for an analytic solution. Finally, we derive an ana
Iytic solution for the upper bound which has certain biologi-
cally correct features. The work reported here has the limi-
tation that it does not analytically produce features of the
pattern that answer specific biological questions. We never-
theless believe the results to be important. They are the foun-
dation for a conceptual and analytic characterization of a set
of equations with clear biological relevance which up to now
have been treated by entirely numerical methods.

We aso direct the reader to recent ODE-based work
both in this issue of Chaosand elsewhere. These studies
include an analysis of the robustness of a late acting compo-
nent of the segmentation system'! and an analysis of the
statistical properties of ensembles of networks.'?

A. The biological system

The pattern formation system we consider controls seg-
ment determination in the fruit fly Drosophila Like other
arthropods, the body of a fruit fly is composed of repeating
units called segments. Not all segments are identical: for
example, three of them contain a pair of legs and the others
do not. Differences between segments are controlled by the
famous homeotic (HOX) genes, while the segments them-
selves are under the control of a completely separate set of
genes known as segmentation genes. Segments form in atwo
step process. First comes determination which classically
means that a cell has stably selected a particular tissue type it
will develop into. Developmental biologists refer to this
‘‘destination’” tissue type as a cell’s fate The actual forma-
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tion of that tissue type is called differentiation Immediately
following the deposition of a Drosophilaegg, a rapid series
of nuclear divisions takes place, without the formation of
cells. Between the sixth and ninth nuclear divisions, the nu-
clei migrate to the outside or ‘‘cortex’’ of the egg and form
an approximately ellipsoidal shell of cells known as the
“*syncytia blastoderm.”” Four synchronous nuclear divisions
take place during the syncytial blastoderm stage. Following
the 13th nuclear division a long interphase, called cleavage
cycle 14A, takes place during which time cell membranes
invaginate between the nuclei and seal them off into cells.t®
At about the time cellularization is complete, a complex set
of folding motions called gastrulation begins. Twenty-two
hours later, the egg hatches. It is during cleavage cycle 14A
that segment determination takes place.*

Segment determination in Drosophilais under the con-
trol of about 40 genes. Slightly less than half of these are
concerned with the initial determination event, while the
other half maintain the determined state. It is reasonably cer-
tain that the complete set of segmentation genes are known,
since they were found by a procedure known as *‘ saturation
mutagenesis.’”’ In this procedure, mutants affecting a particu-
lar function are generated repeatedly until no new genetic
loci are found. Thus, using pregenomics technology, we can
be sure that we have all of the genetic players in hand.™®

The segmentation genes are divided into four classes:
maternal coordinate genes, gap genes, pair-rule genes, and
segment polarity genes. This classification was originally
based on the phenotypes of mutants. Embryos mutant for gap
genes contain alarge gap in the body pattern of about five to
eight segments, pair-rule mutants are missing pieces of body
pattern with a spatial periodicity of two segments, while seg-
ment polarity mutants are missing them with a periodicity of
one segment. Mutants in maternal coordinate genes have
phenotypes in which the overall coordinates of the embryois
atered; they are called maternal because the phenotype of
the zygote depends on the genotype of the mother.

The expression patterns of the segmentation genesin the
blastoderm are loosely comparable to their phenotypes in
mutants. While there are many maternal coordinate genes,
their actual input to the segmentation system takes place via
the products of three genes, bicoid (bcd), caudal (cad)and
hunchback (hk)which are expressed as three monotonic gra-
dients of protein at the time when the zygotic segmentation
genes are first activated. Of these three genes, bedis entirely
maternal while both cad and hb are expressed from both the
maternal and zygotic genomes. Gap genes are expressed in
one or two broad domains about 10 to 20 nuclei wide which
gradually intensify and sharpen during the blastoderm pe-
riod. Pair-rule genes are initially expressed almost uniformly
but late in the blastoderm period resolve to seven distinct
stripes three to four nuclei wide. Examples of maternal co-
ordinate, gap, and pair-rule gene expression patterns are
shown in Fig. 1. The segment polarity genes are not ex-
pressed until gastrulation, where they appear as 14 to 17
single cell wide stripes. Two segment polarity genes, en-
grailed (en)and wingless (wg)which are expressed in adja-
cent rows of cells, are the final output of the segmentation
system. Their expression is stable through the life of the fly,
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FIG. 1. Examples of expression patterns of each of the three classes of
segmentation genes that are expressed during the blastoderm stage of devel-
opment. The members of each class are listed in smaller type to the right of
the name of the class. Each image is labeled with the name of the protein
shown; Bcd denotes Bicoid protein, Kr denotes Kruppel protein, and Eve
denotes Even-skipped protein. Each image is a confocally scanned blasto-
derm stage embryo; that showing Bed is cleavage cycle 12, while the other
two embryos are cleavage cycle 14A. The embryos are fluorescently labeled
with polyclonal antibodies. The serums were raised and the embryos were
fixed and stained as described (Ref. 22); each dot is a single nucleus. Ante-
rior is to the left and dorsal is up. Each embryo is about 0.5 mm long.

and they form the two sides of the borders of ‘‘paraseg-
ments,”’ which are 180° out of phase with the segment bor-
ders that appear after hatching.X6-18

B. The gene circuit approach

The blastoderm is a uniquely favorable system for theo-
retical studies of development for three reasons. Firgt, the
expression of segmentation genes is to a very good level of
approximation a function only of distance along the anterior-
posterior (A-P) axis, and so a one dimensional model is ef-
fective. Because the blastoderm is a syncytium, cell-cell in-
teractions can be treated in terms of the diffusion of protein
products of genes. Most importantly, the state of the system
is given by the concentrations of protein products of segmen-
tation genes. Prior to gastrulation, nuclear divisions and mor-
phology are under maternal control, as shown by the absence
of zygotic mutants which affect these processes. Segmenta-
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tion genes are coupled to each other prior to gastrulation,
since mutations in one segmentation gene typically affect the
expression of others, but they are dynamically uncoupled
from the rest of the embryo. This affords an opportunity, rare
in biological systems, to do a clean dynamica analysis with
al relevant biological information in hand.

One of the authors, in collaboration with D. H. Sharp,
has developed an approach to the anaysis of the segment
determination system as a network using an approach called
“‘Gene Circuits.’”’ 1% The use of the word ‘‘circuits’ isin-
tended to suggest a relationship with the full molecular pic-
ture analogous to that between Maxwell’s equations for the
EM field and the usual circuit level description of an electri-
cal device. For many calculations involving electromagne-
tism, afull set of partial differential equations (PDEs) for the
EM field are approximated by ordinary differential equations
(ODEs) that can be readily written down from a diagram-
matic representation with idealized and repeated components
(acircuit diagram) and are much easier to calculate with than
the exact PDEs. Similarly, in the Gene Circuit method we
represent each gene phenomenologically in terms of how its
rate of protein synthesis depends on the local concentration
of various regulators, without attempting to represent the ex-
plicit state of active chromatin at the molecular level. Note
that with Gene Circuits the (currently unknown) exact model
is a statistical model of some sort, not a PDE. In this article
we will examine a PDE which is an approximationto the
circuit ODEs in the continuum limit.

The Gene Circuit method has four parts: (1) Construct a
theoretical model,*%%! (2) obtain gene expression data,?? (3)
fit the model to the data by large scale numerical optimiza-
tion, and (4) learn new biology from the model. Active re-
search is taking place in al four areas, including the amass-
ing of a large database of quantitative gene expression
data, % new optimization methods®’ and biological
results,?®?° some of which are predictive and acknowledged
as such by experimentalists.**=*2 In this article we will be
concerned with mathematical analysis of the equations them-
selves, and so we review their main features below.

The state variables in the method are concentrations of
segmentation gene products (proteins). The change in time of
concentrations of these products is governed by three basic
processes:

(1) direct regulation of protein synthesis from a given gene
by the products of other genes (including auto-regulation
as a specia case);

(2) diffusion of protein molecules between cell nuclei; and

(3) decay of protein concentrations.

To model these, we consider a one-dimensional strip of
nuclei running along the A-P axis. Indexing the position of a
cell nucleus along the A-P axis by i, and denoting the con-
centration of the ath gene product in nucleus i, which is a
function of time, by v(t), we write

dv? N
¢ =Reg bzl T2 P+ mp B+ h, | +Dy(v?,

—2vf+of )-hf, a=1.N, W)
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where N is the number of zygotic genes included in the cir-
cuit. The first term on the right hand side of the equation
describes gene regulation and protein synthesis, the second
describes the exchange of gene products between neighbor-
ing cell nuclei, while the third represents the decay of gene
products. In (1), T2 characterizes the regulatory effect of
gene b on gene a, the term myv iBCd describes the input from
the maternal gene bed with v°* being the concentration of
Bcd protein in nucleus i and m, being the regulatory coeffi-
cient of bcd acting on zygotic gene a. R, is the maximum
rate of synthesis from gene a, h, summarizes the effect of
uniformly distributed maternal transcription factors on gene
a, D, isthe diffusion coefficient, and \ , is the decay rate of
the product of gene a. The function g is a ‘‘regulation-
expression function’’ of an argument 7, which plays the role
of the **source function’’ in the nonlinear reaction-diffusion
problem, and has the form

i

The precise functional form is arbitrary. In general, the only
restriction on function g(#) is that its graph be monotonic
and bounded, with a single maximum of the first derivative.
Such curves are caled ‘‘sigmoids’ by biochemists and
“*kinks”’ by mathematicians, and it has been shown that dy-
namical behavior depends on the overall shape and slope of
the curve rather than its precise functional form.*

All the parametersin (1) are defined by phenomenology
and, therefore, remain unknown at the outset. They cannot be
found from in vitro experiments because there is currently no
faithful in vitro assay for regulated transcription in eucary-
otes. Hence the parameters are found by fitting numerical
solutions of (1) to gene expression patterns. This is formu-
lated as a least squares optimization problem, which is
solved by the method of simulated annealing, requiring in-
tensive computation. Useful solutions are obtained, but these
can be studied only by numerical methods. The overall be-
havior of the equations is not well understood, and hence
analytical investigation of the model is of fundamental im-
portance.

We begin this investigation in the next section by casting
(1) to continuous dimensionless form. In Sec. IV we will
formulate a theorem resulting from the parabolic maximum
principle applied to the equations under study. This theorem
provides the equations for upper and lower solutions of the
problem, which are solved in the stationary case in Sec. V.
Finally we obtain an implicit stationary upper solution and,
under some assumptions, find its explicit form, which is
shown in the graphs. Section VI contains a discussion of the
results for the upper solution, and possible types of the equa-
tion for the lower solution.

Il. THE MODEL EQUATIONS AS DIMENSIONLESS
PDEs

In (1), the diffusion coefficient D, is measured in units
of inverse time, so that
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D,= Ta ©)
a

where T3 is the characteristic time scale for the diffusion of
product v? to the neighboring nuclei. We introduce an aver-
age distance | between neighboring nuclei and take the con-
tinuum limit for very small |, so that i—xeR, v(t)
—v?3(x,t). Supposing that T4 is proportional to |2, we can
write

Ta'=7al% @

and from (3) one gets the continuum representation of the
diffusion terms in Egs. (1):

1issma||1
D, (v3,—2v%+0v?® ) = y—&)z(va(x,t). (5)
a

Let us define the dimensionless independent variables ¢
and 7 as follows:
X t 1 1
— = :>(9t:?(971 (9X=E(9§, (6)
where L and T are space and time scales, respectively. Equa-
tions (1) can now be written in the form

N
1 R, T
_ a — ab, _ B b
RaT (9Tv (gl T) g bzl T RbT v + ma( g)

where my(&) =muuB4(&)+h,.

We now introduce A ,=R,T that represents the amount
of gene product a that would be produced during time period
T if the linear growth law with the rate R, is assumed to be
vaid. A dimensionless dependent variable u? is defined
therefore as u=v?/A,, and (7) takes the form

N
ui‘=g( b; TPA LU+ M, ()

T
+ ——UZ— N\, T2 (8)
val 133 a

From (4), we have y,= T2, and the dimensionless coef-
ficient with the second spatial derivative of u? in (8) has the
form

5_T_|2T_|2TD o
a_,yaLZ_ L szjﬁ_ L a-* ()
The dimensionless coefficient with respect to u? in the last

term on the right hand side of (8) can be written as

~ T
)\a:)\aT:-lee_Ci (10)
a

where T means the characteristic time scale of the decay
of gene product a. Taking into consideration the dimension-
less regulation matrix as T2°=T2PA,=T2"R,T, one can fi-
nally write system (1) in the form of the following coupled
dimensionless PDEs:

9,ud=D,5%,u+g

N
bz_:l Tabyb 4 ma(g)) —NaUu2 (1)
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The space scale L can be defined as the length of the A-P
axisof afly egg, i.e, L=0.5mm. Thetime scale T should be
the time interval between the end of nuclear cleavage 13 and
the onset of gastrulation, because expression levels increase
from hardly detectable to maximum levelsin that time. For a
given number n of nuclei aong the A-P axis (n=100), one
can determine the quantity 1=L/n=0.005mm. Then we
have defined the correspondence between the initial dimen-
sional parameters D,, A, and the dimensionless ones D,
N4, as well as between the dependent variables v and u?.

Note that from now on we will omit all tildesin (11) and
for simplicity write (x,t) instead of (¢, 7) for dimensionless
space and time variables.

IIl. STATEMENT OF THE PROBLEM WITH A SMALL
PARAMETER

As reviewed in Sec. |, the two major classes of zygotic
segmentation genes which act during the blastoderm stage
are the gap and pair-rule genes. The pair-rule genes produce
periodic patterns (stripes), while the gap genes form one or
two localized bell-shaped expression domains. A key result
from both Gene Circuits® and experimental studies™ is
that the formation of one pair-rule stripe expressed from cer-
tain pair-rule genes can be analyzed by considerating inputs
from two overlapping gap-gene domains. Thisis a postulate;

Postulate 0 The pairwise (only 2 gap genes considered)
repression of the pair-rule gene is sufficient to form one of its
stripes.

Specific numerical results from the analysis of experi-
mental data’ lead to further postulates, as follows:

Postulate 1:The diagonal terms of the regulation matrix
T2 are positive.

Postulate 2:The off-diagonal ones are negative.

Postulate 3:All of the pair-rule gen€e's ‘‘outputs’ are
zero; pair-rule genes do not regulate gap genes, so that
Ta—parie~( for a denoting any gap gene.

Postulate 4:The pair-rule gene's product has an ex-
tremely low diffusivity.

Writing u to denote the pair-rule gene's product and v?
for the products of gap genes, we then reduce (11) to

Up= Uy, + g(TPu—T% 1= T%2%2+ mgy) — AU,
vi=Dwi+g(TH -T2+ my) -\l (12)
vt2= DZU>2(X+ g(T?22 =Ty + my) — N 2.

In this system all T2, a, b=0,1,2, are positive because of
Postulates 1 and 2; the second and the third equations do not
directly depend on the first one due to Postulate 3; e may be
considered as a small parameter by Postulate 4. Finaly in
(12) there are only three equations. This is the simplest bio-
logically meaningful model for describing the formation of a
pair-rule stripe by Postulate 0. This condition can provide
also a general matching rule for the final result of solving
system (12).

The typical initial conditions for system (12) are as fol-
lows. The initial value of u is either zero, or a monotonic
spatial gradient. Initial values for the gap genes' v? are not
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zero if v? is dso the maternal gene (hb; cad while both
maternal and zygotic is not a classical gap gene), and zero
otherwise.

The equation for u in system (12) contains the small
parameter e. This means that we can solve it by means of the
usua asymptotic perturbation method, finding a solution as
the power series expansion in e. The coefficients in that ex-
pansion will depend on the gap-genes inputs v! and v? (in
accordance with Postulate 0). Thus the main problem is to
find out what kinds of patterns can provide a solution to the
gap gene part of the system (12) and how far the borders of
those patterns can spread. The following sections partialy
answer these questions.

IV. UPPER AND LOWER SOLUTIONS

The essence of the comparison method**2 is to find the
so-called upper and lower solutions, which are functions
bounding a solution to the problem under study. It is well
known that the main advantage of this method is the fact that
very often the upper and lower solutions provide stable limits
of a genuine solution at large times.**~*® A rigorous proof of
this fact is rather complicated from a mathematical point of
view. By now, various approaches exist to study the
asymptotic stability of upper and lower solutions,®~* but
the problem of a proper choice between them in a particular
nonlinear problem remains an open question. However, the
equations themselves for upper and lower estimates of a
genuine solution can be derived easily, following standard
theorems (the maximum principle) that are valid for quasi-
parabolic equations.

Applying the version of the maximum principle, formu-
lated in Ref. 42, to Eq. (11), we get the following.

Theorem: Let y=(y',...,yN) and w=(w?,...,wN) be
either classical or weak solutions to the following equations:

wy= D Wy, +g( T3 WS+ mg(X)) — N W5,
(13)

Yi=Dgyt9
r#s

TSYS+ >, TS'w' + ms(x)> —\eyS,

s=1,...,N,

with some initial values yo(x) and Wg(Xx), respectively. Con-
sider the gap gene system
N

;%T“w+m4m)—xwi s=1,..N,
(14)

with some initial value 7y(X). If Yo(X)<0(X)<Wy(x) for
al rea x, then y(x,t)<v(x,t)<w(x,t) for al 0<t<oo.
Functions y(x,t) and w(x,t) are called lower and upper so-
Iutions, respectively, for the system (14).

Sketch of the proofThe proof of the theorem is based on
the following fact, quite transparent from a practical point of
view. Consider two systems

v?: st>s(x+g

W=D Wi, + Hg(x,wh,...,wN),

(15

Yi=DoYt Gs(X,¥h .., ¥yN),  s=1,..N,
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with some smooth source functions Hg and G4, nondecreas-
ing with respect to w and y¥, respectively, for all k#s. It
can be shown™ that wS=y* at any time, if it is true at the
initial moment and H,=Gg later. Using this fact, one con-
cludes that solutions of (15) will provide the upper and lower
estimates of solution to (14), if we take the source functions
in the form™*

inf Fo(X,0q,...

y<v<w

,Us—1.ysavs+1'---yUN),

GS(X!V) =

(16)

H(X,W)= sup Fo(X,U1,..:,Us_1,Ws,Ust1,--sUN),
y<uv=<w

where F(x,vl,...,0N) isthe source function for system (14),

i.e,

N
Fs(x,ﬁ)zg( Z Tsrvr-l—ms(x)) -A% s=1..N.
r=1

Calculating (16) and substituting the result into (15), we get
(13), which completes the proof.

To make a better approximation to the solution v, we
should supply each of the two systems in (13) with the same
initial conditions as for v.

V. STATIONARY UPPER SOLUTION

Inspection of (13) shows that the equations for the upper
solution W become uncoupled. Thus, one has N equations for
functions wg which are of the same type but with different
coefficients. Since the upper solution equation can also be
interpreted as describing a single autoregulating gene, its be-
havior is also of interest in its own right. We cannot solve
them yet because of the special form of function g(-). How-
ever, in the stationary case, we may find the general solution
to the corresponding equations (i.e., a solution to nonlinear
ordinary differential equations of second order, depending on
two arbitrary integration constants) if mg is assumed to be
constant. This assumption corresponds to considering an em-
bryo whose mother was a homozygous mutant for the bed
gene; such mutants do form gap domains, but in atered po-
sitions compared to wild type.*®

A. Implicit solution

In what follows, let us omit for brevity the index sin the
stationary version of the equation for the upper solution w*.
Then it yields

d2
DWw+g(Tw+m)—)\W=0, a7)

where mis constant from now on and w=w(x). Multiplying
it by w'=dw/dx and integrating with respect to x over the
interval [Xq,X], one finds the first integral of (17) in the
form*47

K=P(w)+D

dw) 2
a) : (18)

where K=D(w’(X,))?, and the function P(w) is defined as
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P(w)
251
20+
K
10+
5t
Wmax w
15 10 -5 5 10 15

FIG. 2. The function P(w) for wo=0, T=1, m=1 and A=0.01.

w
P(w)=2] (g(TW+m)—\W)dWw,
Wo
and the point x,, along with the values wy=
w’(Xq), are arbitrary.

Equation (18) has the form of a conservation law for a
mechanical system having a ‘‘total energy’’ K, ‘‘time’ X,
‘“*coordinate’” w and ‘‘mass”’ 2D, while P(w) can be inter-
preted as the potential energy of the system. Hence, we im-
mediately find the integral of motion for such a system (the
implicit solution):

w(Xp) and

X=X, = =D

W1W 19
where x; and w;=w(Xx,) are arbitrary, but w; must be in a
region where there exists a motion.

The form of the stationary upper gap-solution w(x) is
defined by a trajectory of ‘‘coordinate’’ w. The latter de-
pends on the form of the ‘‘potential energy’’ P(w) and a
choice for the *‘total energy’’ K.

If the function g is given by (2), then P(w) can be writ-
ten explicitly as

—(\/1+(m+TW)2

P(w)=(w—wg)(1—N(W+wg))+

T mE TP,

This function is shown in Fig. 2 for wy=0, T=1, m=1 and
A=0.01.

It is seen from Fig. 2 that, for all K>0, the ‘*coordi-
nate’’ w exhibits quasi-hyperbolic motion, starting and fin-
ishing at value —o, and taking a maximum value W4 (K)
which is defined by the equation

P(Wya) =K.

Because w is the stationary upper bound for a chemical con-
centration, which can never be negative, we must drop the
negative part of w and consider the domain of x e R wherew
is positive and where, therefore, our approach is valid.
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w(x)
T

-0.18 -0.10 -0.05 0.05 0.10 0.15

FIG. 3. The positive part of the numerical solution w(x) of (20) for D
=0.03, T=1, m=1, A\=0.01 and K=22.2.

Taking x;=0 and w;=
write (19) in the form
Wmax(K) dw

em g [

VK—P(W)
The results of numerical integration of (20) for D=0.03, T
=1, m=1 A=0.01 and K=22.2 are shown in Fig. 3.

From (20), it follows that the borders x, and x_ of the
localized pattern of w(x) shown in Fig. 3, that is to say the
points defined by the equality w(x..)=0, are determined as

Winax(K)

=

They represent upper estimates for the limits of a gap genes
expression domains.

Whax(K)(W' (0)=0), we can re-

(20)

(21)

B. Explicit solution

In general, we cannot calculate the inversion of the inte-
gral in (20) in order to get an explicit solution. However, if
the cubic approximation for function g(-) is assumed to be
valid, the inversion can be made easily in terms of éliptic
functions.

=1

Y

5

y
cubic

FIG. 4. Comparison between the function g(#) and its cubic approximation.
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" P(w)

K

'
~

‘
(]

FIG. 5. The function P(w) for cubic g and D=0.03, T=1, m=1, \
=0.01 and K=0.6.

Expanding g(-) in the Taylor series and omitting higher
terms, we obtain

1 7
This approximation is valid between 30% and 70% of total
transcriptional capacity and is illustrated in Fig. 4. Then the
“‘potential energy’’ P(w) isapolynomial of fourth order and
has the form shown in Fig. 5. It is seen from Fig. 5 that for
not very large positive values of K two types of motion of
the “‘coordinate’’ w exist with either maximum or minimum
valuesw, and w_, respectively.
The implicit solution (20) now takes the form

wo(K)  dW
wo VR(W)’

where Ry(w)=K—P(w) is a polynomial of fourth order.
This polynomial has two complex and two real (w, andw_)
roots. Theintegral in (22) is an eliptic one of the first kind.*®
Thus it can be inverted in terms of elliptic functions. Denot-

(22)

101 W(X)

-7.5¢F

-10L

FIG. 6. Solution (23) for D=0.03, T=1, m=1, A=0.01 and K=0.6.
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FIG. 7. The positive part of the biologically interesting branch of solution
(23) for the same parameters as for Fig. 6.

ing a complex root of R,(w) and its complex conjugate by ¢

and ¢, respectively, and inverting the implicit solution, we

get the explicit solution in the form

Bw, —Aw_+(Aw_+Bw,)E(X)
(A+B)E(Xx)—A+B '

A%=(w,.—Rec)?+(Imc)?,

W(X)=

B2=(w_—Rec)?+(Imc)?,

( AB ) (23)
E(x)=cn \/8—DZX,M ;

(A+B)2—(w, —w_)?
4AB

The graph of (23) isshown in Fig. 6, and its positive real part
in Fig. 7. This appears similar to the pattern in Fig. 3 and to
the Kr pattern in Fig. 1. This may indicate that the polyno-
mial approximation to g(») preserves key features of the
equations.

M=k*=

VI. DISCUSSION AND CONCLUSIONS

In this article we presented the initial results of an un-
dertaking to characterize the segmentation process in Droso-
phila embryo analytically, based on the phenomenologica
model earlier proposed for this problem,19282931

We showed how to reduce the model equations to PDEs
of the well-known nonlinear reaction-diffusion type. The use
of thisform of the model equations is attractive for analytical
studies because of a number of classical results which can be
applied in this case. We aso discussed the dimensionless
form of resulting PDESs, obtained by the introduction of char-
acterigtic time and space scales T and L. These have quite
natural values: the space scale L is just the length of the A-P
axis of afly egg, while the time scale T should be equal to
the 50 min time interval from the end of nuclear cleavage 13
to the onset of gastrulation, which is the biologically critical
time for segment determination.
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We showed how to introduce a small parameter into the
model. This step allows us to separate the part of the model
equations concerning the pair-rule genes from the one con-
cerning the gap genes. Thus the latter becomes the main
object under consideration, while the solution of the pair-rule
system is determined by it as the series expansion in terms of
the small parameter. This statement of the problem is appli-
cable to any pair-rule stripe that forms by gap gene input,
which includes six of seven even-skippedtripes, and many
stripes formed by other pair-rule genes such as hairy or runt.

In Secs. IV and V we derived some preliminary results
of application of the comparison method to the model equa-
tions for gap genes. Using the standard comparison theorem
for parabolic equations, we found the system of equations for
upper and lower solutions. The system for the upper solution
appears to be uncoupled, while the system for the lower so-
lution depends on the upper solution. Assuming mg(x)
= const and using the mechanical formalism, we investigated
alowed stationary upper solutions, which constitute upper
bounds for the genuine solution of the gap gene system.
They were described by the corresponding implicit solution
and, inverting it, we obtained explicit stationary upper solu-
tion in terms of eliptic functions, when the cubic approxi-
mation to the model function g(-) is assumed. The graphs of
these solutions show localized patterns with the borders hav-
ing position described by formula (21).

In general, one cannot get stationary lower solutions y*
=y3(x) in a way similar to that used for upper solutions
because of the dependence of the corresponding equations on
upper solution w3(x) [see (13)]. However, using some facts
noted in the proof of the Theorem in Sec. IV, we can find a
lower estimate for lower solution. Indeed, because of TS'
<0 for s#r, we have

g( TSSYS+ D) TS'W +my

r#s

>g( TSSyS+ D) TS'W'+mg

r#s

where W'=max,_gW'(x). Hence, y5(x,t)=2z%x,t), where
z° is a solution to

TS5+ D, TS'W' +m;

r#s

=Dz, +g —\eZ°,

s=1,..,N.

After the solution w3(x) was obtained in the way described
earlier, we can find stationary solution to the last equation in
a similar way. Finally, we conclude that any solution v*® to
the model equations obeys inequality z°<v°<w?® and liesin
this interval.

Although developed in the context of a very specific
problem, many of the techniques used here may have wide
applicability. The maximum principle applied in Sec. 1V to
the reaction-diffusion system is valid for a wide range of
PDEs of different types.*! In particular, this theorem is valid
for systems of quasi-linear PDEs which contain not only the
second derivative in space, as is the case in reaction-
diffusion systems (describing the diffusive coupling between
cells), but also a nonlinear term containing the first spatial
derivative.
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The maximum principle is formulated both for classical
(smooth) and weak (discontinuous) solutions to those PDEs.
Thus, various features of spatial discontinuity can be mod-
eled using mathematical formalism of weak solutions. All
the solutions derived in Sec. V are stationary, and cannot be
used for modeling any patterns oscillating in time. At the
same time, solutions similar to (23) can be obtained for more
complicated stationary equations. Exact stationary solutions
in terms of elliptic functions to nonlinear reaction-diffusion
equations with polynomial both diffusive and reaction terms
were obtained in Refs. 47 and 49.

The use of dliptic functions is both important and natu-
ral. The reason for this is that, depending on their own pa
rameters, these functions may describe analytically a wide
variety of behavior of solutions, including localized and pe-
riodic patterns, and even sharp spatial discontinuities, which
can be done by means of the Weierstrass elliptic functions.

Nevertheless, the analytical results obtained in the article
must be regarded as preliminary because the upper solutions
derived in Secs. IV and V provide the analytical limits to a
genuine solution to the problem.

For this reason they do not relate directly to the patterns
observed in experiments. However, we mentioned in the be-
ginning of Sec. IV that these upper and lower solutions may
provide the asymptotic limits of the genuine solution at large
time scales. A rigorous mathematical proof of this fact needs
further consideration. Such studies may reveal a value of the
constant K in the implicit solution (20). Some values of this
constant were given for calculations in order to find general
functional features of numerical solution to (20).

On the other hand, the equation (17) derived for the
upper solutions may describe a gene system consisting of
one gene and, therefore, may be of inherent interest itself.
For example, one can imagine modeling the placement of
gap domains by a set of solutions to (17) with a very weak
coupling that is slowly turned up from zero. Whether such a
treatment has biological utility must be checked carefully as
both the biological system and its dynamical representation
become better characterized.

We believe that the work presented here establishes the
feasibility of an analytic approach to the segmentation prob-
lem, but much remains to be done. A central objective is to
numerically solve the PDEs with biological parameters de-
rived from phenomenologica studies of experimental data.
Thiswill allow us to assess which features of the biology are
and are not preserved in the analytical approach. With these
tools in hand, we will be in position to exploit the results
given here to obtain deeper insight into both developmental
biology and nonlinear mathematics.

ACKNOWLEDGMENTS

This work is supported by NIH Grant Nos. 1 RO3
TW01147-01 and RO1 RR07801-08, NATO Collaborative
Linkage Grant No. LST 975850, GAP awards RBO-685 and
RBO-895 from the CRDF, and the Ministry of Industry, Sci-
ence and Technologies of the Russian Federation.

Gursky, Reinitz, and Samsonov

1T, C. Lacdlli, D. A. Wilkinson, and L. G. Harrison, ** Theoretical aspects
of stripe formation in relation to Drosophilasegmentation,”” Development
(Cambridge, U.K.) 104, 105-113 (1988).

2H. Meinhardt, Models of Biological Pattern FormatiofAcademic, New
York, 1982).

SA. Hunding, S. A. Kauffman, and B. C. Goodwin, ** Drosophilasegmen-
tation: Supercomputer simulation of prepattern hierarchy,”” J. Theor. Biol.
145, 369-384 (1990).

4H. Meinhardt, **Hierarchical inductions of cell states: A model for seg-
mentation in Drosophilg’’ J. Cell. Sci. 4, 357—381 (1986).

SH. Meinhardt, ‘‘Models for maternally supplied positional information
and the activation of segmentation genes in Drosophilaembryogenesis,”’
Development (Cambridge, U.K.) 104, 95-110 (1988).

6T, C. Lacalli, *“Modeling the Drosophila pair-rule pattern by reaction-
diffusion: Gap input and pattern control in a 4-morphogen system,”” J.
Theor. Biol. 144, 171-194 (1990).

"B. N. Nagorcka, ‘A pattern formation mechanism to control spatial orga-
nization in the embryo of Drosophila melanogastét J. Theor. Biol. 132,
277-306 (1988).

8A. M. Turing, “‘The chemical basis of morphogenesis,’’ Trans. R. Soc.
London Ser. B 237, 37-72 (1952).

9A. N. Zaikin and A. M. Zhabotinsky, ‘* Concentration wave propagation in
atwo-dimensional liquid-phase self-oscillating system,”” Nature (London)
225, 535-537 (1970).

101, V. Belousov, ‘“Synergetics and biological morphogenesis,” in Self-
organisation, Autowaves and Structures far from Equilibrjiedited by
V. I. Krinsky (Springer, New York, 1984), p. 204.

1G. von Dassow, E. Meir, E. M. Munro, and G. M. Odell, ** The segment
polarity network is a robust development module,”” Nature (London) 406,
188-192 (2000).

12|, salazar-Ciudad, J. Garcia-Fernandez, and R. V. Sole, ‘' Gene networks
capable of pattern formation: From induction to reaction-diffusion,” J.
Theor. Biol. 205, 587—603 (2000).

13y, A. Foe and B. M. Alberts, ** Studies of nuclear and cytoplasmic behav-
ior during the five mitotic cycles that precede gastrulation in Drosophila
embryogenesis,”” J. Cell. Sci. 61, 31-70 (1983).

MA.A. Simcox and J. H. Sang, ‘“When does determination occur in Droso-
phila embryos,’’ Dev. Biol. 97, 212—221 (1983).

15C. Nusdein-Volhard and E. Wieschaus, ‘‘Mutations affecting segment
number and polarity in Drosophilg’” Nature (London) 287, 795-801
(1980).

16M. Akam, ** The molecular basis for metameric pattern in the Drosophila
embryo,”” Development (Cambridge, U.K.) 101, 1-22 (1987).

P, W. Ingham, ** The molecular genetics of embryonic pattern formation in
Drosophila’ Nature (London) 335, 25—34 (1988).

18p, A. Lawrence, The Making of a Fly(Blackwell Scientific, Oxford, UK,
1992).

9E. Mjolsness, D. H. Sharp, and J. Reinitz, “‘A connectionist model of
development,’’ J. Theor. Biol. 152, 429-453 (1991).

20, Reinitz and D. H. Sharp, **Gene circuits and their uses,’” in Integrative
Approaches to Molecular Biologyedited by J. Collado, B. Magasanik,
and T. Smith (MIT, Cambridge, MA, 1996), Chap. 13, pp. 253—272.

2D, H. Sharp and J. Reinitz, *‘Prediction of mutant expression patterns
using gene circuits,”’ BioSystems 47, 79—90 (1998).

2D, Kosman, S. Small, and J. Reinitz, **Rapid preparation of a panel of
polyclonal antibodies to Drosophila segmentation proteins,’”” Develop-
ment, Genes, and Evolution 208, 290—294 (1998).

2D, Kosman, J. Reinitz, and D. H. Sharp, ‘‘Automated assay of gene ex-

pression at cellular resolution,”” in Proceedings of the 1998 Pacific Sym-

posium on Biocomputingdited by R. Altman, K. Dunker, L. Hunter, and
T. Klein (World Scientific, Singapore, 1997), pp. 6-17; http:/
www.smi.stanford.edu/projects/helix/psb98/kosan.pdf.

2E, Myasnikova, D. Kosman, J. Reinitz, and M. Samsonova, ‘' Spatio-
temporal registration of the expression patterns of Drosophila segmenta-

tion genes,”’ in Proceedings of the Seventh International Conference on

Intelligent Systems for Molecular Biologgdited by T. Lengauer, R.
Schneider, P. Bork, D. Brutlag, J. Glasgow, H.-W. Mewes, and R. Zimmer
(AAAI, Menlo Park, CA, 1999), pp. 195-201.

K. Kozlov, E. Myasnikova, M. Samsonova, J. Reinitz, and D. Kosman,
‘‘Method for spatia registration of the expression patterns of Drosophila
segmentation genes using wavelets,’ Computational Technologies 5,
112-119 (2000).

E, Myasnikova, A. Samsonova, K. Kozlov, M. Samsonova, and J. Reinitz,
‘‘Registration of the expression patterns of Drosophila segmentation



Chaos, Vol. 11, No. 1, 2001

genes by two independent methods,”’ Bioinformatics 16, 1-26 (2000).
27K-W. Chu, Y. Deng, and J. Reinitz, ‘‘Parallel simulated annealing by
mixing of states,”” J. Comput. Phys. 148, 646—662 (1999).

2], Reinitz and D. H. Sharp, ‘‘Mechanism of formation of eve stripes,”’
Mechanisms of Development 49, 133-158 (1995).

2], Reinitz, D. Kosman, C.-E. Vanario-Alonso, and D. Sharp, ‘‘Stripe
forming architecture of the gap gene system,” Developmental Genetics
23, 11-27 (1998).

%], Reinitz, E. Mjolsness, and D. H. Sharp, ** Cooperative control of posi-
tional information in Drosophila by bicoid and maternal hunchback’
Technical Report LAUR-92-2942, Los Alamos Nationa Laboratory
(1992); URL file://sunsite.unc.edu/pub/academic/bi ol ogy/ecol ogy
+evolution/papers/drosophila_theory/Positional _Info.ps

81J. Reinitz, E. Mjolsness, and D. H. Sharp, *‘ Cooperative control of posi-
tional information in Drosophilaby bicoid and maternal hunchback’ J.
Exp. Zool. 271, 47-56 (1995).

32M. Simpson-Brose, J. Treisman, and C. Desplan, ** Synergy between two
morphogens, Bicoid and Hunchback, is required for anterior patterning in
Drosophilg’ Cell 78, 855—865 (1994).

BL. Glass and S. A. Kauffman, *‘The logical analysis of continuous, non-
linear biochemical control networks,’” J. Theor. Biol. 39, 103—129 (1973).

343, Small, A. Blair, and M. Levine, ** Regulation of even-skipped stripe 2 in
the Drosophilaembryo,”” EMBO J. 11, 4047-4057 (1992).

35C. Hartmann, H. Taubert, H. Jackle, and M. J. Pankratz, *‘A two-step
mode of stripe formation in the Drosophila blastoderm requires interac-
tions among primary pair-rule genes,’”’ Mechanisms of Development 45,
3-13 (1994).

%J. A. Langeland, S. F. Attai, K. Vorwerk, and S. B. Carroll, ** Positioning
adjacent pair-rule stripes in the posterior Drosophilaembryo,”” Develop-
ment (Cambridge, U.K.) 120, 2945-2955 (1994).

57s. Small, A. Blair, and M. Levine, ** Regulation of two pair-rule stripes by
a single enhancer in the Drosophila embryo,”” Developmental Biology
175, 314—-324 (1996).

%M. Klingler, J. Soong, B. Butler, and J. P. Gergen, ' Disperse versus
compact elements for the regulation of runt stripes in Drosophilg’” De-
velopmenta Biology 177, 73—84 (1996).

How gap genes make their domains 141

%A. La Rosee, T. Hader, H. Taubert, R. Rivera-Pomar, and H. Jackle,
**Mechanism and bicoid-dependent control of hairy stripe 7 expression in
the posterior region of the Drosophilaembryo,”” EMBO J. 16, 4403-4411
(1997).

“OM. Fujioka, Y. Emi-Sarker, G. L. Yusibova, T. Goto, and J. B. Jaynes,
‘“‘Analysis of an even-skipped rescue transgene reveals both composite
and discrete neuronal and early blastoderm enhancers, and multi-stripe
positioning by gap gene repressor gradients,”’ Development (Cambridge,
U.K.) 126, 2527—2538 (1999).

“IM. H. Protter and H. F. Weinberger, Maximum Principles in Differential
Equations(Prentice—Hall, Englewood Cliffs, NJ, 1967).

“p. C. Fife, Mathematical Aspects of Reacting and Diffusing Syst&tos
28 of Lecture Notes in Biomathemati¢Springer Verlag, New York,
1979).

4D. H. Sattinger, ‘‘Monotone methods in nonlinear elliptic and parabolic
boundary value problems,”” Indiana University Mathematics Journal, 21,
979-1000 (1972).

“A. A. Samarsky, V. A. Gaaktionov, S. P. Kurdyumov, and A. P.
Mikhailov, Blow-Up Regimes in Problems for Quasilinear Parabolic
Equations(Nauka, Moscow, 1987) (in Russian).

4], Bricmont, A. Kupiainen, and G. Lin, ‘‘Renormalization group and
asymptotics of solutions of nonlinear parabolic equations,’”” Commun.
Pure Appl. Math. 47, 893-922 (1994).

4D, Tautz, ** Regulation of the Drosophila segmentation gene hunchbacloy
two maternal morphogenetic centres,”’ Nature (London) 332, 281-284
(1988).

4TA. M. Samsonov and V. Gursky, ** Exact solutions to a nonlinear reaction-
diffusion equation and hyperelliptic integrals inversion,”” J. Phys. A 32,
6573—-6588 (1999).

“p. F. Byrd and M. D. Friedman, Handbook of Elliptic Integrals for Engi-
neers and Physicist&Springer, New Y ork, 1954).

“A. M. Samsonov, ‘‘On exact quasistationary solutions to nonlinear
reaction-diffusion equation,”” Phys. Lett. A 245, 527-536 (1998).



