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Coherence and Indistinguishability
of Single Electrons Emitted by
Independent Sources
E. Bocquillon,1 V. Freulon,1 J.-M Berroir,1 P. Degiovanni,2 B. Plaçais,1 A. Cavanna,3

Y. Jin,3 G. Fève1*

The on-demand emission of coherent and indistinguishable electrons by independent synchronized
sources is a challenging task of quantum electronics, in particular regarding its application
for quantum information processing. Using two independent on-demand electron sources, we
triggered the emission of two single-electron wave packets at different inputs of an electronic
beam splitter. Whereas classical particles would be randomly partitioned by the splitter, we
observed two-particle interference resulting from quantum exchange. Both electrons, emitted
in indistinguishable wave packets with synchronized arrival time on the splitter, exited in different
outputs as recorded by the low-frequency current noise. The demonstration of two-electron
interference provides the possibility of manipulating coherent and indistinguishable single-electron
wave packets in quantum conductors.

Aswith photons, the wave-particle duality
plays a crucial role in the propagation
of electrons in quantum conductors. The

wave nature of electrons can be revealed in in-
terference experiments (1–3) probing the single-
particle coherence of electron sources through
themeasurement of the average electrical current.
The corpuscular nature of charge carriers is ap-
parent when measuring fluctuations of the elec-
trical current (4). Yet, some experiments cannot
be understood within the wave or the corpus-
cular description. This is the case when two-
particle interference effects related to the exchange
between two indistinguishable particles take

place. Such experiments have proven particularly
interesting—both from a fundamental standpoint,
as they require a full quantum treatment, and
because the on-demand generation of indistin-
guishable partners is at the heart of quantum
information protocols (5). Information coding
in few-electron states that propagate ballistically
in quantum conductors (6) thus requires the
production of coherent and indistinguishable
single-particle wave packets emitted by several
synchronized but otherwise independent emit-
ters. The collision of two particles emitted at two
different inputs of a beam splitter can be used
to measure their degree of indistinguishability.
In the case of bosons, indistinguishable partners
always exit in the same output (Fig. 1). Fermionic
statistics leads to the opposite behavior: Particles
exit in different outputs. The bunching of indis-
tinguishable photons has been observed by record-
ing the coincidence counts between two detectors
placed at the outputs of the beam splitter as a func-
tion of the time delay t between the arrival times of
the photons on the splitter. Bunching shows up in
a dip in the coincidence counts, the Hong-Ou-

Mandel (HOM) dip (7), when t is varied. The re-
duction of the coincidence counts directlymeasures
the overlap between the single-particle states at the
input. It is maximum when the arrivals are syn-
chronized and can be suppressed when the delay
becomes larger than the wave-packet widths.

The production of indistinguishable partners
is challenging, and their generation by indepen-
dent sources has only recently been achieved in
optics (8). In one-dimensional quantum conduc-
tors, a continuous stream of indistinguishable elec-
trons can be produced by applying a dc voltage
bias to two different electronic reservoirs. Be-
cause of fermionic statistics, each source fills the
electronic states up to the chemical potential −eV,
and identical electron beams are generated. With
the use of such sources, the p exchange phase of
indistinguishable fermions has been measured in
the above-described collider geometry (9) and
in a two-particle interferometer based on aMach-
Zehnder geometry (10, 11). However, as these
sources generate a continuous beam of electrons,
they do not reach the single-particle resolution of
their optical analog, and two-particle interference
cannot be interpreted as resulting from the over-
lap between two single-particle wave packets.
The manipulation of single-particle states thus re-
quires replacement of dc emitters by triggered
ac emitters that generate a single-electron wave
packet at a well-defined time.

When dealing with electrons, one can benefit
from the charge quantization of a small quantum
dot enforced both by Coulomb interaction and
fermionic statistics to trigger the emission of par-
ticles one by one (12–16). Moreover, the edge
channels of the quantum Hall effect provide an
ideal test bench to implement optic-like exper-
iments with electron beams in condensed matter,
as electron propagation is ballistic, one-dimensional,
and chiral. We will consider here a mesoscopic
capacitor (12), which comprises a small quantum
dot capacitively coupled to a metallic top gate
and tunnel coupled to a single edge channel by
a quantum point contact of variable transmis-
sion D. By applying a square-wave periodic
radiofrequency excitation on the top gate, whose
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peak-to-peak amplitude matches the dot addition
energy, 2eVexc ≈ ∆, a quantized current resulting
from the emission of a single electron followed by a
single hole is generated (12). Beyond average cur-
rent measurements, this emitter has been charac-
terized through the study of current correlations on
short times (17–20) as well as partition noise
measurements (21) in the electronic analog of the
Hanbury-Brown and Twiss geometry (22, 23).
These measurements have demonstrated that, for
escape times smaller than half the period of the
excitation drive, exactly a single-electron and a
single-hole excitation were successively emitted
at each period. Moreover, the tunnel emission of
single particles from a discrete dot level should
lead to electron and hole wave functions de-
scribed by exponentially decaying wave packets

(24, 25): fðtÞ ¼ 1
ffiffiffiffi

te
p Qðt − t0Þei

Dðt − t0 Þ
2ℏ e−

t − t0
2te ,

where Q(t) is the step function, ∆/2 is the energy
of emitted electrons and holes, and t0 is the emis-
sion trigger that can be tuned with an accuracy
of a few picoseconds. Measurements of the aver-
age current 〈I(t)〉 (12) and short-time correlations
〈I(t)I(t + t)〉 (17) have confirmed that the prob-
ability of single-particle detection (that is, the
envelope of the wave packet) was following this
exponential decay. However, thesemeasurements
are only sensitive to the squared modulus of the
wave function, |f(t)|2, and as such, do not probe
the coherence of the electronic wave packet re-
lated to the phase relationship between f(t) and
f*(t′) (for t ≠ t′) and encoded in the off-diagonal
components (coherences) of the density matrix
r(t,t′) = f(t)f*(t′).

When two such emitters are used at the two
inputs of an electronic beam splitter, the coherence
and indistinguishability of two single electronic
wave packets can be probed by two-electron in-
terference (25–27). Considering the electron emis-
sion sequence, each emitter generates an electronic
wave packet |fi〉 (i = 1, 2) above the Fermi energy
at each input of the splitter set at transmission

T ¼ 1=2. The probability P(1,1) that the two
particles exit in different outputs is related to
the overlap between wave packets: Pð1,1Þ ¼
1
2 ½1þ j〈f1 jf2 〉j2�. An opposite sign occurs in
the expression of the probability that both parti-
cles exit in the same output, Pð0; 2Þ þ Pð2,0Þ ¼
1
2 ½1 − j〈f1 jf2 〉j2�. These signs are related to the
exchange phase of p for fermions; they would be
opposite for bosons. For fermions, the coinci-
dence counts for indistinguishable particles would
thus be doubled compared to the classical case
(Fig. 1). However, single-shot detection of ballis-
tic electrons in condensed matter is not available.
Antibunching is thus probed not by coincidence
counts but rather by low-frequency fluctuations
of the electrical current in the outputs related to
the fluctuations of the number of transmitted
particles: 〈dN 2

3 〉 ¼ 〈dN 2
4 〉 ¼ 1

2 ½1 − j〈f1 jf2 〉j2�.
Repeating this two-electron collision at frequen-
cy f and considering the successive emission of
one electron and one hole per period, the low-
frequency current noise at the output is then
given by (25)

S33 ¼ S44 ¼ e2f � [1 − j〈f1 jf2 〉j2]

¼ e2f � [1 − j∫dtf1ðtÞf*2 ðtÞj2]
The single-electron wave packets fi in Eq. 2

differ from the states generated by applying a
time-dependent voltage Vi(t) on each electronic
reservoir connected to inputs i = 1,2 and cannot
be generated by such classical drive [in which
case, the two inputs in Eq. 2 can be reduced to a
single one by the proper gauge transformation
that shifts the potentials by V(t) = V2(t)]. For per-
fectly indistinguishable states, f2(t) = f1(t), a com-
plete suppression of the output noise is obtained.
By delaying by time t the emission of one par-
ticle with respect to the other, f2(t) = f1 (t + t),
the full random partitioning of classical particles
S33 = S44 = e2f can be recovered (Fig. 1). It is thus
convenient to consider the noise normalized by

the classical random partitioning q = S44/e
2f,

which equals for exponentially decaying wave
packets

q ¼ 1 − e−jtj=te

Equation 3 is valid at zero temperature, or
when the Fourier components of the wave func-
tions f̃iðwÞ have no overlap with the thermal ex-
citations: f̃iðwÞ ¼ 0 for ħw ≈ kBT. Otherwise,
the random partitioning is also affected by anti-
bunching with the thermal excitations, so that
S44 ≤ e2f (21). However, if one measures the
normalized value of the excess noise ∆q between
the situations where both sources are switched
on and switched off, simulations describing the
source in the Floquet scattering formalism (20, 28)
show that ∆q is accurately described by Eq. 3 for
moderate temperatures kBT << ∆.

The circuit (Fig. 2), is realized in a two-
dimensional electron gas at a AlGaAs/GaAs het-
erojunction, of nominal density n = 1.9 × 1015 m−2

and mobility m = 2.4 × 106 cm2 V−1 s−1. A strong
magnetic fieldB = 2.68 T is applied so as to work
in the quantum Hall regime at filling factor n = 3
(n = 3 is chosen because, in this sample, the split-
ter transparency T becomes energy dependent
at higher values of the magnetic field). Two
mesoscopic capacitors with identical addition en-
ergies ∆ = 1.4 K (much larger than the electronic
temperature T = 100 mK) are used as electron
and hole emitters and placed at a 3-mm distance
from a quantum point contact used as an elec-
tronic beam splitter at transmissionT ¼ 1

2
. Single-

charge emission in the outer edge channel is
triggered with a square excitation at frequency
f = 2.1 GHz with average emission times set to
te,1 = te,2 = 58 T 7 ps, corresponding to a trans-
mission D1 = D2 = 0.45 T 0.05. The low-
frequency partition noise is measured at output 4.
Figure 3 presents the measurements of ∆q as a
function of the time delay t between the two
sources. We observe a dip in the noise measure-
ments for zero time delay and a plateau for longer

τ

τ

τ

τ
τe

τ

τe

N3N4

N3N4

τe

τe

τe

δN 2
4

δN 2
4

Fig. 1. Sketch of the experiment. Two single-particle wave packets of width te are
emitted at inputs 1 and 2 and partitioned on a splitter. Coincident counts 〈N3N4〉
and fluctuations 〈dN4

2〉 can be recorded at the outputs 3 and 4 as a function of the
tunable delay t. Indistinguishable bosons always exit in the same output. This

results in a suppression of the coincidence count and a doubling of the fluctua-
tions at zero delay compared to the partitioning of classical particles obtained
for t >> te. An opposite behavior is expected for indistinguishable fermions
(doubling of the coincidence counts and suppression of the fluctuations).

(1)

(2)

(3)
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time delays. The noise values ∆q are normalized
by the value of the noise on the plateau. The sum
of the partition noises for each source can also
be measured by switching off each source alter-
nately. This random partition noise is represented
on Fig. 3 by the blurry blue line, whose extension
represents the error bar. As expected, it agrees
with ∆q for large time delays.

The dip observed for short time delay is anal-
ogous to the HOM dip but is related here to the
antibunching of single indistinguishable fermions;
we thus call it the Pauli dip. It reflects our ability
to produce single-particle states emitted by two
different emitters with some degree of indistin-
guishability. The states are not perfectly identical,
as shown by the fact that the dip does not go to
zero. Coulomb repulsion between electrons and
between holes on the splitter could also be re-
sponsible for a dip in the low-frequency noise.
However, this effect can be ruled out by using the
long time-delay limit, t ≈ 240 ps. In this limit,
the arrival of one electron is synchronized with
the arrival of a hole in the other input. A random
partitioning is observed (Fig. 3), although Coulomb
attraction between electrons and holes would also
predict a dip in the low-frequency noise (as the
transmitted charge is always zero when elec-
trons and holes exit in the same output). The dip
around zero time delay can be well fitted by the ex-

pression Dq ¼ 1 − ge
−
t − t0
te expected for two

exponentially decaying wave packets but with a
non–unit overlap g. We find te = 62 T 10 ps, g =
0.45 T 0.05, and t0 = 13 T 6 ps, consistent with
the 10-ps accuracy of the synchronization between
sources. As noted above, these results can be
compared with a numerical simulation of ∆q in
the Floquet scattering formalism, which we de-
note ∆qF(t). For identical emission parameters of
both sources, Floquet theory predicts a unit over-
lap at zero time delay, ∆qF(t = 0) = 0. The red trace
in Fig. 3 represents ∆q = 1 − g[1 − ∆qF(t)], which
imposes a non–unit overlap g in the Floquet scat-
tering formalism. It reproduces well the shape of
the dip with the following parameters: g = 0.5,
D1 =D2 = 0.4, ∆1 = ∆2 = 1.4 K, and T = 100 mK.

This non–unit overlap can be attributed to
two different origins. First, it could stem from
some small differences in the emission energies
related to small differences in the static potential
of each dot. Using Eq. 2, a reduction to a 50%
overlap can be obtained by shifting one level
relative to the other by energy ∆/10. The value
of the static potential is fixed with a better ac-
curacy, but small variations could occur within
the several hours of measurement time for each
point. The second possibility is related to the de-
coherence of single-electron wave packets dur-
ing propagation toward the splitter (which could
arise from Coulomb interaction with the ad-
jacent edge channel). In a simple treatment of
the wave-packet decoherence, the pure state
f1(t) is replaced by the density matrix r1ðt,t′Þ ¼
f1ðtÞf*1 ðt′ÞD1ðt,t′Þ, whereD1ðt,t′Þ is a decoher-
ence factor (27, 29). We have D1ðt,tÞ ¼ 1, such

that the average current 〈I(t)〉 is not affected,
but D1ðt,t′Þ → 0 for |t − t′| → ∞, suppressing
the coherence of the electronic wave packet.
In that case, Eq. 2 becomes

∆q = 1 − Tr[r1 r2] (4)

¼ 1 − ∫dtdt′f1ðtÞf*1 ðt′ÞD1ðt,t′Þ
� f*2 ðtÞf2ðt′ÞD2ðt,t′Þ ð5Þ

Equation 5 exemplifies the fact that the noise
suppression stems from a two-particle interfer-
ence effect encoded in the off-diagonal compo-
nents of the density matrices ri, i.e., on the
coherence of the electronic wave packet. Assuming

D1ðt,t′Þ ¼ D2ðt,t′Þ ¼ e
−
jt − t′j
tc in Eq. 5, we find

analytically that the overlap depends on the
ratio between the intrinsic coherence time of
the wave packet te and the coherence time tc
associated with the propagation along the edge:
g ¼ tc=ð2teÞ

1þtc=ð2teÞ. For te << tc, the effects of deco-
herence can be neglected but in the opposite lim-
it, tc << te, the overlap is completely suppressed
and the classical partitioning is recovered. In this
case, electrons are rendered distinguishable through
their interaction with the environment. Within this
picture, our measurement of the overlap is compat-
ible with tc ≈ 100 ps. Such decoherence effects
underline the necessity to reach the subnanosec-
ond time scale in electron emission to be able to
generate indistinguishable electron wave packets.

The observed Pauli dip in the low-frequency
noise of the output current for short time delays

Fig. 2. Sketch of the sample based on a scanning electron microscope image. The electron gas is
represented in blue. Two single-electron emitters are located at inputs 1 and 2 of a quantum point contact
used as a single-electron beam splitter. Transparencies D1 and D2 and static potentials of dots 1 and 2 are
tuned by gate voltages Vg,1 and Vg,2. Electron and hole emissions are triggered by excitation drives Vexc,1
and Vexc,2. The transparency of the beam splitter partitioning the inner edge channel (blue line) is tuned
by gate voltage Vqpc and set at T = 1/2. The average ac current generated by sources 1 and 2 is
measured on output 3, and the low-frequency output noise S44 is measured on output 4.

Fig. 3. Excess noise ∆q as a
function of the delay t and
normalized by the value on
the plateau observed for long
delays. The blurry blue line rep-
resents the sum of the partition
noise of both sources. The blue
trace is an exponential fit by

Dq ¼ 1 − ge−
jt − t

0
j

te . The
red trace is obtained by using
Floquet scattering theory,
which includes finite temper-
ature effects.
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between the arrival times of electrons at a beam
splitter is a signature of two-particle interference,
which demonstrates the possibility of generating
coherent and indistinguishable single-electron
wave packets with independent sources. It pro-
vides the possibility of controlled manipulation
of single-electron states in quantum conductors,
with applications in quantum information pro-
cessing, but could also be used to fully reconstruct
the wave function of a single electron (24, 30)
and thus quantitatively address the propagation
of a single excitation propagating in a complex
environment.
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InP Nanowire Array Solar Cells
Achieving 13.8% Efficiency by
Exceeding the Ray Optics Limit
Jesper Wallentin,1 Nicklas Anttu,1 Damir Asoli,2 Maria Huffman,2 Ingvar Åberg,2

Martin H. Magnusson,2 Gerald Siefer,3 Peter Fuss-Kailuweit,3 Frank Dimroth,3

Bernd Witzigmann,4 H. Q. Xu,1,5 Lars Samuelson,1 Knut Deppert,1 Magnus T. Borgström1*

Photovoltaics based on nanowire arrays could reduce cost and materials consumption compared
with planar devices but have exhibited low efficiency of light absorption and carrier collection.
We fabricated a variety of millimeter-sized arrays of p-type/intrinsic/n-type (p-i-n) doped InP
nanowires and found that the nanowire diameter and the length of the top n-segment were critical
for cell performance. Efficiencies up to 13.8% (comparable to the record planar InP cell) were
achieved by using resonant light trapping in 180-nanometer-diameter nanowires that only covered
12% of the surface. The share of sunlight converted into photocurrent (71%) was six times the
limit in a simple ray optics description. Furthermore, the highest open-circuit voltage of 0.906
volt exceeds that of its planar counterpart, despite about 30 times higher surface-to-volume
ratio of the nanowire cell.

Nanostructures are currently being inves-
tigated for next-generation photovoltaic
(PV) architectures as a means of low-

ering cost (1) through the use of abundant ma-
terials (2) or to improve light trapping (3).
Nanowire (NW) arrays could provide substan-
tial reductions in material consumption as well
as production costs for III-V-based solar cells,
in part because they can be monolithically grown
on low-cost substrates such as silicon (4). How-
ever, proof of concepts of III-V NW-based PV

(5–9), have had limited efficiencies in the 3 to
5% range.

The efficiency of NW-based solar cells is often
limited by light absorption, especially when the
NWs have subwavelength dimensions. In a ray
optics description, the maximum fraction of nor-
mally incident sunlight that could be absorbed and
converted to a photocurrent is proportional to the
surface coverage of the active material. However,
theoretical modeling based on wave optics has
predicted resonant light trapping in sub-200-nm-
diameter NWarrays (10–12), which would allow
bulklike photocurrent generation with just a frac-
tion of the materials consumption. Experimental
studies have been confined toNWarrayswith either
large-diameter wires (13, 14) or high surface cov-
erage (9). Another limitation is that crystal sur-
faces typically have a high density of defects that
act as potential recombination centers, and nano-
structured devices have high surface-to-volume

(S/V) ratios. Surface recombination could explain
the hitherto observed relatively low open-circuit
voltages (Voc) in NW-based PV cells (8, 9).

Here, we demonstrate how these challenges
can be overcome and report on a NWarray solar
cell with 13.8% efficiency. Although the 180-nm-
diameter InP NWs only cover 12% of the surface,
they deliver 83% of the photocurrent density ob-
tained in planar InP solar cells (15, 16). Further-
more, the highestVoc exceeds that of the InP planar
record cell (15, 16), despite about 30 times higher
S/Vratio in our NW-based PV cell. By using three-
dimensional (3D) optical modeling, we provide
insight into the origins of the high performance
of our solar cells, as well as guidelines to how
they further can be improved.

We chose InP not only because of its di-
rect band gap of 1.34 eV (925 nm wavelength-
equivalent), suitable for the solar spectrum but
also because it allows in situ etching with HCl
during NW growth to prevent short-circuiting
from radial overgrowth (17). The InPNWs in our
solar cells were epitaxially grown with an axial-
ly defined p-type/intrinsic/n-type (p-i-n) doped
structure (7) and have a length of ~1.5 mm. We
used a nanoimprint technique to arrange gold
seed particles in arrays (18). (Fig. 1, A to C). Dif-
ferent sizes and array pitches of the Au seeds
were used, resulting in samples with different NW
diameters (130 to 190 nm) and array pitches (470
or 500 nm). To reduce reflection, we removed the
metal seed particles after growth by using wet
etching and defined a top contact with a silicon
oxide insulating layer and a transparent conduct-
ing oxide (TCO) (7). Last, the 1-mm-by-1-mm
cells and metal contact pads were defined with
optical lithography (Fig. 1C), with each sample
containing a few solar cells. Details of the sam-
ples (table S1) and their fabrication are given in
the supplementary materials (19).

Characterization of the solar cells (Fig. 1D)
revealed very good performance in comparison
with other InP PVarchitectures (Table 1). At 1-sun
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